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1. INTRODUCTION

In this final report we present our work performed during

the period June 8, 1979 to July 31, 1980 in the area of speech

compression and synthesis. The reader is referred to the

previous annual report [1] for work performed between April 6,

1978 and June 7, 1979 under this contract.

In Section 1.1 we give a very brief list of the major

accomplishments in the past year. The reader is referred to the

body of the report for details on these as well as other

accomplishments. An outline of this report is given in Section

1.2. In Section 1.3, we give a list of the presentations and

publications for past year. The publications are included in the

Appendix.

1.1 Major Accomplishments

a) Completed the labelling of the diphone data base for
phonetic synthesis. The total number of diphones is
now 2733.

Generalized the phonetic synthesis program to allow the
use of phonological rules combined with diphone
templates.

Improved the algorithms used by the phonetic synthesis
program for gain normalization and time warping.

b) Wrote program to interface the MITALK text-to-speech

program to our diphone synthesis program.
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c) Developed the Harmonic Deviations Vocoder for LPC
analysis/synthesis. This new method models the speech
spectrum more accurately by compensating for the
spectral errors in the LPC spectrum at the pitch
harmonics.

d) Designed and implemented a phonetic recognition program
that compares input speech to a network of diphone
templates. This program produces a sequence of
phonemes, durations and pitch values suitable for input
to the phonetic synthesis program. An initial network
has been constructed from the diphone template data
base. The program also allows the user to augment the
diphone network interactively.

e) Implemented extended addressing in the BCPL compiler
and our user programs under the KL-10 TOPS20-Release 4
monitor. This allows data structures of up to 8
million words to be addressable by a single user
process. This improvement enables the entire diphone
network to be "in core" at all times.

f) Implemented and tested an embedded-code multirate
adaptive transform coding system capable of operating
at an arbitrary data rate in the range 2.5 to 9.6 kb/s.

1.2 Outline

In Section 2 we describe this vear's work on the phonetic

synthesis part of the very-low-rate (VLR) phonetic vocoder. Our

initial design and implementation of the phonetic recognition

part of the phonetic vocoder is discussed in Section 3. Section

4 contains a description of our embedded-code multirate adaptive

transform coding system.

2
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1.3 Presentations and Publications

During the past year, we gave a number of oral presentations

at the regular ARPA Network Speech Compression (NSC) Meetings.

In addition, we made five presentations at conferences and had

one paper published. These were:

a) M. Berouti and J. Makhoul, "An Adaptive-Transform
Baseband Coder," Proceedings of the 97th Meeting of the
Acoustical Society of America, paper MM10, pp. 377-380,
June, 1979.

b) J. Makhoul, "A Fast Cosine Transform in One and Two
Dimensions," IEEE Trans. on Acoustics, Speech and
Signal Processing, Vol. ASSP-28, pp. 27-34, Feb. 1980.

c) M. Berouti and J. Makhoul, "An Embedded-Code Multirate
Speech Transform Coder," IEEE Int. Conf. on Acoustics,
Speech and Signal Processing, Denver, CO, pp. 356-359,
April 1980.

d) R. Schwartz, J. Klovstad, J. Makhoul and J. Sorensen,
"A Preliminary Design of a Phonetic Vocoder Based on a
Diphone Model," IEEE Int. Conf. on Acoustics, Speech
and Signal Processing, Denver, CO, pp. 32-35, April
1980.

e) J. Makhoul, R. Schwartz, J. Klovstad and J. Sorensen,
"Phonetic Recognition and Synthesis in a Total
Communication System," Presented at the Dallas
Symposium on Voice-Interactive Systems, May 1980.

Copies of papers a) - d) are given in the Appendix.

3
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2. PHONETIC SYNTHESIS

2.1 Introduction

The phonetic synthesizer is one of the two essential

components in our proposed very-low-rate (VLR) speech

transmission system [2]. Operating at a data rate of about 100

bits per second, the VLR vocoder models speech in terms of

phoneme sized units. A block diagram of this system is shown in

Figure 1.

This figure shows that input speech undergoes analysis which

results in a set of phonemes, phoneme durations and pitches. A

phoneme and its associated value of duration and pitch is called

a "triplet". Speech rates are typically about 12 phonemes per

second, and since each triplet can be encoded into 8 bits, the

data rate in the transmission channel is about 100 bits per

second. Once the triplets are decoded at the receiving end, a

phonetic synthesizer reconstructs the original speech. The

phonetic synthesizer must have a stored speech data base to

perform this resynthesis. Furthermore, the analysis program must

also have access to a data base of phonetically labeled speech.

We have designed our phonetic vocoder such that both the analysis

and synthesis programs can use essentially the same phonetic data

4
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~PHONMES

SPEECH ANALYSIS DURATIONS ENCODINGPITCH 0

TRANSMISSION I
CHANNEL
Z 100 BPS

I ~ ~PHONEMESDECODING DURATIONS PHONETIC SYNTHESIZED

YPITCH SNTHESIS SPEECH

FIG. 1. Block Diagram of the VLR Vocoder
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base. Once a suitable data base has been created, the phonetic

synthesis program can produce speech. The phonetic synthesis

program:

a) translates the input phoneme sequence into a diphone
sequence;

b) selects the most appropriate diphone template
(depending on the local phonetic context);

c) time-warps each of the diphone templates to produce a
gain track and 14 LAR parameter tracks of the specified
durations;

d) smooths between adjacent warped diphone templates to
minimize gain and spectral discontinuities;

e) reconstructs continuous pitch tracks by linear
interpolation of the single pitch values given;

f) determines the cutoff frequency and voicing using
knowledge of the phoneme being synthesized;

g) converts resulting LAR parameter tracks to LPC
parameter tracks;

h) uses the resulting sequence of LPC, pitch, gain, and
cutoff frequency (specifie9 every 10 ms) as input to
control an LPC speech synthesizer.

2.2 Diphone Data Base

In this section we briefly review what we mean by a

"diphone", and then describe the efforts in labeling the data

base and in developing a specification for diphone context.

2.2.1 The Diphone Concept

The phonetic synthesizer is designed around the concept of a

6
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"diphone". A diphone is defined as the region from the middle of

one phoneme to the middle of an adjacent phoneme. As noted

above, the synthesizer must be provided with a data base

containing any diphone which would be needed to synthesize a

given utterance. For example, synthesizing the word "fan"

requires a total of four diphones: [- F] , [F AE] , (AE N] and

[N -] ("-" represents "silence") . The synthesizer would locate

templates for these diphones in its data base, perform the

appropriate concatenation and time warping of stored spectral and

durational parameters, and then synthesize output speech. The

consequence of this method is that a fairly large number of

diphone templates must be available to the synthesizer as a data

base. In our vocoder system, these templates are extracted from

nonsense utterances recorded by a single speaker in a quiet room.

2.2.2 Labeling

By labeling, we are referring to the task of marking

phonetic boundary locations in the nonsense utterances. For

example, consider the nonsense phrase "mee mee meem". This

phrase contains several instances of the diphones (M IY] and

[IY MI , and one instance of the diphones [- M] and [M -]. Using

our interactive software and display programs, a phonetician

places labels at any or all of the phoneme boundary locations in

7
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this utterance. The speech information for diphones is then

appropriately extracted from other files and placed together with

all other diphones to form the data base.

A large effort was invested this year in hand-labeling this

diphone data base. The initial labeling was completed about half

way through the year, and since that time we have added some new

diphones as well as eliminated a few unnecessary ones. At

present, the data base contains 2733 diphones.

We recently completed the addition of about 50 diphones

containing flapped "t" (as in "butter") in various vowel

contexts. There are likely to be a few more minor additions to

the data base as we encounter diphones in particular phonetic

contexts. Appendix A gives a classification of the data base and

Appendix B contains an exhaustive list of the 2733 diphones.

2.2.3 Specification of Context

The data base and the phonetic vocoder system are designed

so that it is possible to specify explicitly the immediate

phonetic context of the diphones. Consider the two phrases "gray

train" and "great rain". There is considerable variation in the

/t/ in these two cases; in particular, the aspiration following

the /t/ release is longer when it is found in the /tr/ consonant

8



Report No. 4414 Bolt Beranek and Newman Inc.

cluster and its burst frequencies are much lower. As a result,

we must have two [T RI diphones in the data base; one where the

/tr/ is part of a consonant cluster and another where the /t/ and

/r/ are separated bv a syllablA boundary. In the case of the

intervening boundary, the diphone is desiqnated as [T#R], and in

the consonant cluster as (T R1.

The phonetic vocoder also makes use of implicit context. By

judicious choice of the inventory of phonemes, we can in some

cases eliminate the need to specify explicit context. For

example, most phonetic transcriptions of the word "here" contain

the phonemes /h/, /i/, and either /r/ or an r-colored schwa

vowel. In our vocoder, the transcription is [H] followed by the

vowel [IR]. The fact that the /i/ occurs in the context of a

following /r/ is therefore taken into account simply by calling

/i/ followed by /r/ a separate phoneme, rather than by labeling

the /i/ as having occurred in the context of a following /r/.

The phonetic inventory also contains four other r-colored vowels

(e.g., as in there, far, poor, and four, written

[EYR, AR, UR, OR]. "or", respectively).

2.2.4 Rule-Based Synthesis

There are occasions when it is advantageous to synthesize

particular phonemes by rule rather than by storing and recalling

9
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parameters of real speech in the data base. One such case is the

glottal stop phoneme, as in between the two words "three eagles".

The major acoustic manifestation of the glottal stop is a sudden

drop followed by a gradual rise in both pitch and energy. We

have implemented such a rule in the synthesizer, which eliminates

the need to have diphones containing glottal stops in the data

base.

Another rule which was recently implemented was to lower the

energy during the phoneme "silence" to a low level. We found low

level noise existing in our "synthetic silence", and since it was

supposed to be silent, the obvious solution was to force it to be

so. Both of these rules have been tested and are well received

by listeners.

2.3 Diphone Testing

In order to test both the synthesizer and its data base of

diphones, we have carried out a process of testinq and

evaluation. Two basic methods are used. The first is to

generate nonsense utterances from a set of rules contained in the

synthesis program. The second is to synthesize a complete

sentence by inputing a phonetic transcription of an actual

sentence, and then comparing the synthetic output to the original

10
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utterance. These methods of testing are described below.

2.3.1 Automatic Sequence Generation

As described in QPR #5 [3) , one of the automatic sequence

generators in the synthesizer produces nonsense utterances of the

form:

CVC - VCV - CVCVCV,

where C and V are a given vowel and consonant. Once a vowel is

specified, the program synthesizes the utterance with all

possible consonants in place of C. These utterances are

subsequently played back for evaluation by listeners. In this

manner, we can test any vowel-consonant or consonant-vowel

diphone contained in the data base.

Testing consonant-consonant diphones is accomplished by

generating sequences of the form:

CIVC 2 CIVC2 •

For a given consonant C1 and vowel V, all possible consonants C2

are used to generate a group of utterances. The synthesizer also

allows a phoneme sequence to be typed in directly from a

keyboard, if a specific phoneme string is desired.

These sequence generators and the option for keyboard input

allow us to test the diphones in an exhaustive fashion. We have

ii
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completed the testing of the consonant-consonant diphones, and

have begun testing the consonant-vowel diphones. This testing

has allowed us to isolate several program bugs in the diphone

concatenation and interpolation routines (See below).

2.3.2 Complete Sentences

The synthesis of complete sentences involves sending the

phonetic transcription of a particular sentence (in the form of

triplets, each comprising a phoneme, a duration and a pitch

value) to the synthesizer, and listening to the resultant speech.

About thirty sentences have been synthesized with this method of

input.

2.3.3 Debugging

Since exhaustive testing of the diphones began about the

middle of the contract year, we have been able to uncover and

correct a number of program bugs in the synthesizer. After much

searching, we recently found the cause of sudden pops at

unvoiced-voiced boundaries, especially in the case of stri3ent

fricatives such as "s" or "sh", where there is a large amount of

energy in the unvoiced region. Briefly, one of the programs that

extracts the waveform parameters that are compiled into the data

base was performing incorrectly at the boundary between unvoiced

and voiced segments. In QPR #7 [7], we mentioned we had tried to

12
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solve this problem by relabeling the utterances which contain

these diphones, but the newer solution is clearly the correct

one. A number of errors have also been corrected in the diphone

concatenation routines, which have resulted in a more acceptable

sounding synthetic speech output.

At the present time the synthetic speech sounds quite

natural. As the synthesizer is used in the phonetic vocoder we

will occasionally find and solve minor problems with the

synthesis to further improve the quality.

2.3.4 Algorithm Refinements

Gain Normalization

As was mentioned in QPR No. 3 [4] and in the last Annual

Report [1], each group of recorded diphone utterances has

associated with it two normalization utterances. The synthesizer

interpolates between the levels in these two normalization

utterances to compute a normalization level for each diphone

utterance. The synthesizer has been changed to use this

normalization level to set the level of each diphone template.

That is, the synthesizer amplifies those diphones with a lower

normalization level under the assumption that the speaker was

talking at a lower overall level for those diphones.

13
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We have mainly been testing the diphones by synthesizing

nonsense sentences. However, the complete sentences that we

synthesized seemed to have no problems with inappropriate levels

similar to the problems we had experienced before.

Time Warping

Two changes were made to the time warping algorithm in the

synthesis program. As discussed in the various QPRs, the

time-warping algorithm treats the diphone template as being made

up of elastic and relatively inelastic regions. For example, the

region of the diphone template immediately surrounding the

phoneme boundary is not changed by as much as the middle region

of the phoneme. The formula that had been used previously

resulted in unreasonable time warping when the diphone template

was many times longer than the desired phonemes. Consequently,

the formula for the time warping factor during the inelastic

region has been changed.

Figure 3 shows the formula for the stretch factor during the

inelastic region as a function of the stretch factor during the

elastic region. The stretch factor is a number that when

multiplied by the template duration gives the resulting duration.

So if the stretch factor is 2 during the elastic region, that

region is stretched to twice its original length. As can be seen

14
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Stretch Factor (Elastic Region) SFel

FIG. 2. New Two-Region Formula for Non-Linear Time Warping

in the figure, when the stretch factor in the elastic region is

greater than 1 (i.e. the template must be stretched to match the

required duration) the inelastic region stretch factor is closer

to 1. The formula in this region is

SFinel = SFel (1-B) + B

where SFel and SFinel are the stretch factors in the elastic and

15
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inelastic regions respectively, and where B is a program variao'e

with a value around 0.9. For example, if SFe!-=2 and B=0.9, then

SFinel=l.

If the stretch factor is less than 1, then the formula is a

quadratic:

SFinel =-B SF'1e (l+B) SFel

This particular quadratic is used because its derivative is the

same as that in the previous formula at the boundary (SFeI=lN

The program is given the durations of the elastic and

inelastic regions in each half of the template (each half of the

template corresponds to half of one phoneme) and the required

total duration for that half of the phoneme in the synthesized

speech. It then solves for the stretch factors using the two

formulae given above. We have found that this new procedure has

resulted in the elimination of some of the unnatural transitions

that were present previously.

A second change to the time warping formula involved the

effect of speaking rate on the pronunciation of the diphones. We

had previously made the assumption that the effect of speaking

rate on time-warping of each phoneme was symmetric about the

middle of the phoneme. We have observed, however, another

16
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effect. In very slow speech, there tends to be a relatively fast

attack for each phoneme and a slower decay. Fig. 4 shows a

typical energy track for a vowel spoken at two different rates.

(a)

II

(b)

FIG. 3. NON-SYMMETRIC TIME WARPING. a) Shows a typical energy
track for two halves of a long vowel phoneme
reconstructed from two diphone templates. The dotted

line indicates where the templates meet (corresponding
to the middles of the phonemes in the nonsense
utterances). b) Shows a typical energy track for a

shorter vowel phoneme. The middle of the vowel in (a)
is mapped (dotted line) to a point after the middle in
(b) to produce the desired change in the shape of the
contour.

As can be seen, the longer version decays more slowly (even after

accounting for the overall duration change) than does the shorter

17
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version. Though not shown here, the spectral parameters also

exhibit the same non-symmetric time warping characteristics.

The solution in the time warping algorithm has been to map

the middle of a long phoneme (the ends of two diphone templates)

to a point after the middle of the required phoneme. Thus, if

Fig. 4a shows the energy track as reconstructed by concatenating

two diphone templates, then when shortening this phoneme to the

desired phoneme duration shown in Fig. 4b, the shape of the

contour on the right side is changed by mapping the template onto

the phoneme asymmetrically. This mapping (indicated by the

dotted line connecting the two energy tracks in Fig. 4) should

result in more appropriate pronunciation over a wider range of

speaking rates. We have not yet fully tested this new feature.

Transmitted Gain Values

In the original design of the phonetic vocoder, intonation

was conveyed by the duration and pitch values. We have found

that, occasionally, these are not sufficient; often, the level of

energy is inappropriate. The problem is distinct from the gain

normalization discussed above, which is intended primarily to

adjust for the speaking level at the time of recording.

We have added the capability to transmit with each phoneme

(or alternatively, with each vowel) an adjustment to the gain in
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the diphone templates. This adjustment is currently a one bit

code specifying whether the input phoneme is closer to "normal"

loudness, or reduced in level somewhat (by 5 dB). The number of

levels and the magnitudes of the adjustments in the program are

easily modified. Using a one bit gain adjustment for each vowel

would add only 4-5 bits/second to the transmission rate, but is

likely to improve the perception of intonation. We have not yet

had a chance to measure the improvement in quality due to this

addition.

2.4 Text-to-Speech

During this year we interfaced the MITALK unrestricted

text-to-speech system to the diphone synthesizer. Input to

MITALK is a typed text string, and its final output is a

digitized speech waveform. MITALK exists as a number of

different programs that are executed one at a time in sequence,

with communication between program modules occurring via ordinary

text files. Thus it is possible to examine the intermediate

output of the system at any point during processing. The last

program in the sequence is a synthesis-by-rule module which

accepts input in the form of phonemes, durations, pitch, and

stress levels. This input is similar to the input required by

our diphone synthesizer.
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The major task involved was then to convert the MITALK

string of phonemes, durations, pitches and stress values into a

form compatible with our synthesizer. There are differences in

phoneme names, location of phoneme boundaries, scaling of

durations and pitches, and specification of certain phonemes in

certain contexts. (For details see QPR7).

2.5 Harmonic Deviations

As outlined in the proposal, we started to investigate the

feasibility of improving the spectral representation for LPC

synthesis by the inclusion of the deviation of each spectral

harmonic from the smooth LPC spectral model. In order to test

out the principle of harmonic deviations we used it in an

analysis-synthesis (vocoder) environment. This work is described

in detail in QPR No. 5 [3]

The basic idea used in the Harmonic Deviations Vocoder (HDV)

is as follows. The transmitter extracts from the speech signal

and sends to the receiver the parameters of a smooth speech

spectral envelope model as well as the deviation at each harmonic

frequency between the speech spectrum and the spectral envelope

model. The receiver generates a pitch-period of the excitation

signal from a fixed frequency-dependent harmonic phase spectrum
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and the harmonic amplitude spectrum computed from the transmitted

deviations. The excitation signal is in turn applied to the

filter corresponding to the spectral envelope model to produce

the output speech.

As part of our phonetic synthesis project we have developed

a floating-point non-real-time simulation of an analysis-

synthesis system that uses harmonic deviations. In this

simulation, we do not quantize LPC parameters, and we employ the

first 15 harmonic deviations. We extract the harmonic deviations

from the 10-kHz sampled speech once every 10 ms. Our preliminary

experiments have shown that the addition of harmonic deviations

to the LPC synthesis significantly increases the naturalness and

fullness of the synthesized speech while reducing the buzzy

quality.
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3. PHONETIC RECOGNITION

As shown in Figure 1, we intend to use the output of a

phonetic recognizer to supply the input to the currently

available diphone synthesizer. Therefore, the recognizer must

extract from an input speech file a sequence of phonemes, each

having its own duration and pitch. We have considered two main

approaches to recognition: diphone template recognition, and

feature-based acoustic-phonetic recognition. The first method

compares unknown speech with a large inventory of diphone

templates by the use of a distance metric. The program chooses

as its answer the sequence of phonemes corresponding to the

sequence of diphone templates that matches the input speech most

closely according to the distance metric. The second method

involves the use of a set of analytical rules that are designed

explicitly to make some phonetic distinction. Therefore, these

rules can each use specific knowledge pertaining to a specific

phonetic distinction - rather than be restricted to a uniform

metric. The disadvantage of using acoustic-phonetic rules is

that it is hard to arrive at a complete set of rules that result

in consistent scores. Also, it has been our experience that

mistakes made by such a program tend to be more severe.

Therefore, most of our effort during this year has been placed on
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the diphone template approach. We still believe, however, that

at some future date, acoustic-phonetic rules can be used to

disambiguate between particular choices suggested by the first

method.

The remainder of this section is organized as follows.

Section 3.1 contains an overview of the diphone template

recognition method that we use. It details the data structures

used and the matching algorithm employed and discusses the

scoring philosophy that motivated some of the design decisions.

In Section 3.2, we enumerate the implementation issues that have

made the speed and storage requirements manageable. Any

recognition system requires some training or tuning in order to

perform well. The different modes of training that we have

implemented and envision for the future are described in Section

3.3. Finally, in Section 3.4, we report on the testing and

performance of the initial recognition program, as well as its

integration into the phonetic vocoder.

3.1 Diphone Template Recognition

A great deal of thought has gone into the desiqn of our

initial phonetic recognition system using diphone template-'s.

What we hope to communicate here is the kinds of issues that were
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considered and how their consideration has influenced the design.

Also given is the basic structure of each component of the

phonetic recognizer as it has evolved over this first year of

research.

3.1.1 Motivation for Diphone Template Recognition

The issue discussed here is that of using diphone templates

and a matcher to do phonetic recognition. There are two main

factors that are relevant to this decision. First, as in the

case of phonetic synthesis, using the diphone as a recognition

and synthesis unit emphasizes the significance of the phoneme

transitions. Accurately modeling the phoneme transitions is

important for both recognition and synthesis. Second, we know

that the output of this phonetic recognizer is going to be used

in conjunction with a phonetic synthesizer that also uses diphone

templates. Therefore, there is a strong motivation not only to

use diphone templates in the recognizer but also to use the same

set of diphone templates. That the same set of diphone templates

should be used for both is motivated by the fact that since the

recognizer is going to be used in conjunction with the

synthesizer, using identical diphone templates for both will, at

least, guarantee that the synthesized phonemes are spectrally

close to the original.
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3.1.2 Diphone Network

The method of phonetic recognition based on the use of a

network of diphone templates was described briefly in our

proposal (5] . Compiling the diphone templates into a network

implicitly forces the matcher to consider only sequences of

diphones that are consistent. Since writing the proposal,

several of the details have been changed. The diphone network

consists of nodes and directed arcs. An example of a simple

network is shown in Fig. 5. There are two major types of nodes:

phoneme nodes and spectrum nodes. The phoneme nodes (shown as

labeled circles) correspond to the midpoints of the phonemes;

there is one such node for each phoneme. These phoneme nodes are

connected by diphone templates. Each diphone template is

represented in the network as a sequence of spectrum nodes (shown

as dots).

Each spectrum node consists of a complete spectral template,

as well as a probability density of the duration of the node. A

spectral template is represented by means and standard deviations

for all 14 log-area-ratio (LAR) coefficients and gain. The

duration of a node is defined as the number of frames of input

aligned with the node. Nodes are connected to each other by

directed paths. When two or more consecutive spectra in the
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FIG. 4. Example of Diphone Template Network 
for Five Phonemes
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original diphone template are very similar, they are represented

by a single spectrum node in the network. Therefore, each

spectral node has an implicit self loop. The scoring used in the

matcher when this self loop path is taken depends completely on

the duration probability density which has been collected during

the course of previous training.

The network representation as it has been described so far

would easily permit a matcher to determine diphone durations.

However, since the synthesizer requires phoneme durations, we

explicitly mark each diphone path in the network at the point

that corresponds to its phoneme boundary. The open dots in the

figure indicate the first spectrum node in the original diphone

template that is at or past the labeled phoneme boundary.

Several possible types of network structures are illustrated

in the example shown. For example, in Fig. 5 the diphone

template Pl-P2 is distinct from the template P2-P1. Also note

the possibility of diphones of the type Pl-Pl. The network

allows for two or more templates going from one phoneme to

another (e.g., P2-P1). Branching and merging of paths within a

template is also allowed (e.g., PI-P3). The network allows the

specification of diphones in context. The node P4/&P3 represents

the phoneme P4 followed only by P3. Thus the template P2-P4/&P3
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can be different from the unconditioned template P2-P4. As

discussed in Section 2.2.3, we have allowed for the distinction

between diphone templates that are within a syllable from those

that cross a syllable boundary. In the figure, one of the

diphone templates from P2 to PI is marked as being across a

syllable boundary. This syllable boundary is indicated on the

spectral node marked as a phoneme boundary (shown as an

additional circle around the open dot). Finally, we allow for

the representation and compilation of consonant clusters as a

single unit - even though the cluster may be several phonemes

long. For example, the initial cluster [S-SIT-T-R] as in

"string" is acoustically different from the concatenated

diphones. Therefore, the sequence is compiled as a complete

unit. This means that the intermediate phoneme nodes (-SIT-T-)

are used only in this sequence, and they are not shared by other

diphones. Thus, there is no branching at these nodes. In the

example, the cluster [Pl-P5-P3] is shown as a separate path. The

phoneme node named P5* indicates one of these unshared

intermediate nodes.

Diphone Network Compiler

The program that creates the diphone template network

(NETWORK) takes as input a text file similar to that read by the

synthesis diphone template compiler (COMPOZ). Like COMPOZ this
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compiler also permits the inclusion of incremental changes. That

is, we can replace diphone paths, or add additional optional

paths to the existing binary file without rerunning the compiler

on the original diphone templates. Not only does this preserve

program compatibility and eliminate the necessity for redundant

representation of the same information but it also greatly

reduces the amount of time necessary to produce a new large

network if it is only slightly different from a previously

compiled one.

Another feature of the format of the information compiled is

that statistical information can later be added by the matcher

and be available for subsequent incremental additions. Both of

the above capabilities were facilitated by the design and use of

a memory management package. Thus memory freed by the release of

a block of data structure is available for later use. The memory

requirements for the network and matcher will be discussed

further in Section 3.2.2.

3.1.3 Matcher

Briefly, the analyzer chooses the sequence of templates that

best matches the input speech according to a distance measure.

Since the received speech is spectrally close to the original, it

is hoped that this procedure will suffer minimally from phoneme
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recognition errors. The network matcher uses a dynamic

programming algorithm which attempts to find the sequence of

templates in the network that best matches the input.

The design of the matcher has been strongly motivated by the

following 4 considerations.

a) Sound Scoring Strategy

b) Continuous operation

c) Alignment and training capability

d) Efficiency

Of these four considerations the first is perhaps the most

important. We feel that the scoring procedure should implement

(as accurately as possible) a well formulated scoring strategy.

The scoring philosophy requires that the score have components

that are derived from a knowledge of the particular path chosen

through the network (a priori), the amount of speech aligned with

each particular spectral template in the network (duirations), and

the score derived from a spectral comparison between the input

spectrum and the template spectrum. The derivation of the

scoring strategy is discussed in detail in QPR #6, Section 3.1

(7].

A second major consideration is that the matcher operate

continuously, producing its output -s it receives its input -
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with some delay - before acquiring all of the input. Thus the

matcher can be thought of as producing output as soon as it has

what it thinks is sufficient evidence to make a conclusion.

Operated in this mode, further input, regardless of what it is,

cannot cause the matcher to change previously produced output.

This is important because of the intended use of the recognizer

in a real-time vocoder application.

The third consideration, that of permitting the user to

cause the matcher to find the best alignment for the "correct"

phoneme sequence and then use that aligned input is important for

the continuing training of the recognition system, as well as to

allow debugging of the recognizer. These capabilities will be

discussed further in Section 3.3.

The final consideration of efficiency has affected the

design of the network and matcher in many ways. This is

discussed further in Section 3.2.1.

3.1.4 Search Algorithm

The purpose of the matcher is to find the single path

through the network that best matches a sequence of input frames.

The program keeps a list of partial "theories" for the best path.

A theory consists of a detailed account of how a sequence of
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input frames is aligned with the network, along with a total

score for, that correspondence. For each input frame, the matcher

updates pach of the theories by the addition of the new frame.

This is illustrated in Fig. 6. Each theory spawns at least three

new theories: one that corresponds to the new input frame being

aligned with the same node as the previous frame, one for each of

the nodes immediately following that most recent node, and one

for each possible pair of two successive spectral nodes. Thus,

in the example shown, the single initial theory (shown by the

vertical arrow) would result in 13 new theories - one at each

dot. After all theories have been extended, if two or more of

the new theories arrive at the same network node on the same

input frame, only the best scoring path is kept. Keeping only

the best scoring path constitutes our dynamic programming

algorithm. The remaining theories are then pruned back so that

only the best are kept. There are two parameters that determine

how many theories are kept at each step. The first is an

absolute maximum number of theories (stack length). The second

is the maximum score difference between the best theory and the

worst theory kept. If the maximum score difference is set to

infinity, then the search is a "bounded breadth search". If the

stack length is set to infinity, the algorithm is called a "beam

search". The most reasonable tradeoff between speed and accuracy
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FIG. 5. Theory Update Diagram
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is achieved when using both of these methods of pruning.

Typically, the number of theories kept is on the order of 1000

per frame.

To decide on the phonemes to transmit, the program examines

all the remaining theories after uplating each theory with the

newest input frame. If all the theories have a common beginning

(in terms of exactly the same alignment of the input utterance

with the network) , the phonemes and durations corresponding to

this common beginning are transmitted.

V Once a phoneme and its duration have been determined, the

pitch is calculated using the weighted least squares method

currently used to determine pitch values for our diphone

synthesizer.

3.2 Program Efficiency Issues

As mentioned above, efficient operation of the program is an

important issue.

3.2.1 Speed

While the simulation is not expected to run in real time,

speed is still important. If the program takes several minutes

of CPU time to get a result for one sentence, then under a
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reasonable computer load average we must wait one half hour to

see the result. This reduces the number of variations we can

try.

From the start, the program was designed to run as fast as

possible. However, the matcher algorithm outlined above requires

a large amount of processing. For each 10 ms frame, the program

must extend each of about 1000 theories, update them by walking

0, 1 or 2 steps through the network (resulting in about 10,000

theories), score each of these new nodes against the input frame,

keep a list of theories sorted by score, keep track of the

"genealogy" of all the theories so that it is known when all

theories agree. Below, we list some of the search, sorting, and

dynamic programming techniques that were employed to reduce the

computation by about 4 orders of magnitude from that required for

the straightforward implementation.

Theory Merging

Since the program extends all theories by the addition of

the same input frame at one time, all theories at all times

include the same input. This means that the probabilistic scores

on different theories are directly comparable. Therefore, the

diphone network was designed such that if two theories merged

(i.e. arrived at the same node for the same input frame) only the
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best scoring theory is considered. When a theory is advanced,

the program checks a word in the new network node to see whether

this node has been reached by another theory in this frame. This

word points to the previous theory that arrived there. The two

theories can be immediately compared (based only on previous

scores - without any spectral scoring at this point) and the

lower scoring theory deleted. Thus, the program need not create

all the data structure and score and sort 10,000 extended

theories. Rather it is more like 3000. After all theories have

been extended, the program then can score and sort the remaining

theories.

Template Scoring

Since an important part of the score is based on the number

of input frames that match (are aligned with) a single spectral

node, theories that differ in this respect must be kept distinct.

This results in the same spectral node being matched against the

same input frame several times. For example, one theory may have

looped on a particular node two times, and another three times.

When these two theories are both advanced by self-looping again,

the program detects that this particular score has already been

computed. Rather than keeping a large matrix of score as a

function of node and input frame pair or, alternatively, clearing

the score each time it was used, the program uses a slot in each
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spectral node reserved for this purpose. When the spectral

distance routine scores this node against an input frame, it

records the score and a time stamp in the node. If the spectral

distance routine notices that the time stamp in the node matches

the current time stamp, then it can merely use the stored score

and avoid a distance calculation.

Theory Sorting

As mentioned above, the program needs to know how to keep

only the best 1000 or so theories. One way to do this would be

to sort the 3000 or so extended theories, and then just keep the

best ones. However, since most sort routines require computation

proportional to the square of the length of the list, the program

uses another method. It uses a partially sorted binary tree of

theories. The head of the tree always contains the lowest

scoring theory. So a newly extended theory can be compared

directly against this theory to decide whether it will be

retained. If so, then the new theory ripples down the binary

tree until it finds the correct spot. This requires only Log 2 N

comparisons. Thus, for N=1000, the savings is 1000/Log 2 1000=100.

Timing statistics have shown us that the time required for this

binary partial sort is now small compared to the other processing

required in the recognizer.
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Spectral Distance Computation

A significant portion of the computation was expected to be

in the spectral distance computation. In addition to minimizing

the number of times that the routine is called, we would like to

make the routine itself as fast as possible. First, the

parameters are stored in fixed point format. (We did not lose

much accuracy, since the parameters were scaled up before

fixing.) Second, a careful examination of the compiled BCPL

routine revealed that the routine could be hand coded in assembly

language to be 4 times faster.

At this point, timing measurements indicate that less than

10% of the total CPU time is taken by the spectral distance

routine.

Beam Search vs. Bounded Breadth Search

While the bounded breadth search described above is

efficient, there are times when the difference between the

highest score and the lowest score is very large. If we put an

upper bound on this difference, then frequently most of the

theories can be eliminated. One desirable feature of this "beam

search" is that the number of theories kept grows when the

decision is not clear cut. Also, it becomes possible to estimate

(and control) the probability that the program will accidentall':.
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eliminate a theory that, if kept, would have been the best one.

Future Speed-Up

At this point, the program requires CPU time of about 20-30

times real time for a stack long enough to assure finding a path

similar to the best path. Since the time is not spent in the

sorting or scoring, it will be hard to make large speed

improvements. The bulk of the time required is probably taken up

in all the many logical operations used to keep track of

theories, walk the network and decide what to do next. In any

case, the program is now fast enough so that we can try a

reasonable number of variations on a small data base during an

overnight batch run. Also, we can run the program comfortably

during the day to test and debug new features.

3.2.2 Storage Requirements

In order that the program operate quickly, the entire

network must reside in (virtual) memory. If the program had to

read pieces of the network from disk files as it ran, it would be

several times slower. Therefore, a concerted effort was made to

keep the data structures small, and share memory where possible.

The initial diphone template network was compiled from the

2800 or so synthesis diphone templates. The variable-frame-rate

compression described in Section 3.1.2 reduced the network by a
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factor of 2.5. The spectral parameters were quantized to 9 bit

fixed point values to conserve space as well as time. Pointers

in the network structure were packed two per word. Even so, this

initial network just barely fit in memory (256K words) with the

matcher program. We expect that the final network will contain

several instances of each diphone. This network could not

possibly (even with more compression) fit in one PDP10 address

space.

We do not view this as a significant problem for eventual

implementation, since large memory chips are rapidly becoming

inexpensive. Also, we shall soon be using a DEC VAX 11/780

computer, which has a much larger address space. The personal

computers being designed at BBN also feature a large virtual

memory.

As a temporary solution to this problem, we have modified

the BCPL compiler, our memory management package, and the user

programs in order to take advantage of the extended memory

capability of the KLl0-TOPS20-Release 4 monitor. This currently

allows us to use up to 32 full address spaces for our program and

data. Since the program uses the BCPL "structure" declarations,

switching from half-word pointers to full-word pointers did not

require as many source code changes as it would otherwise have
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required.

3.3 Training

Each diohone can be spoken in a variety of wa':.s. Therefore,

to correctly recognize these many variations as the same phoneme

string, the program must be trained with large amounts of natural

speech. There are three different ways that we have of trainina

the network.

3.3.1 Manual Training

The most straightforward approach to training the network on

a large variety of speech is simply to label (manually

transcribe) more speech. This transcribed speech can then be

processed by existing programs to add alternate paths to the

network.

This method has the advantage of simplicity. There are

several disadvantages, however. First, each instance of a

particular diphone template would be independent. Therefore, the

statistical information (a priori path probabilities, LAR

standard deviations, duration probabilitv densities) for each

template would be determined from rules rather than trainina.

That is, rather than observing several instances of the same

diphone and using the accumulated data to estimate probabilit'
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densities, the program would treat each instance as an

independent sample, and derive a Gaussian distribution for each

parameter using a fixed standard deviation. Second, for those

diphones that are common, there might be hundreds of examples

before the average number of templates per diphone was high

enough. Third, the effort required to accurately label several

hundred sentences is tremendous. Fourth, this method requires

that the researcher who transcribes the speech know the besi way

to transcribe each passaae (one must often choose between similar

labels) and the best rules for placement of phoneme boundaries,

as well as be able to use these rules consistently. These

problems could significantly affect performance.

Clustering of Diphone Templates I

The first and second problems mentioned above can be

eliminated by writing a clustering program that would start with

the many instances of one diphone, and group them such that there

were only a few templates for each diphone, with statistics

derived from the data. However, the third and fourth problems

(large amount of work, decisions made by humans) would still

exist.

3.3.2 Interactive Training

One of the capabilities of the matcher is that the user can
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specify what answer it should get for a particular input speech

file. The researcher types in a list of phonemes that will be

required. If any of the phonemes is in question (e.g. AX vs. AH)

then the researcher can just type "ANY" which allows the program

to use the closest phoneme at this point. The user can also, if

desired, constrain the time that the matcher assigns to the

beginning of any phoneme. This is done in a flexible manner,

using an interactive command loop. The user constrains the

boundary to be either: before t, after t, at t, or between tl

and t2. This "forced alignment" can also be read in from a

standard label file, so if the training sentence has already been

transcribed, the user need not type in the required phoneme

string and times. The user is provided with an editing facility

for these lists so that he may insert, delete, or replace items.

The user can save alignments on a file and later read them in.

There are also global commands that may be used to give the

matcher just the right amount of flexibility.

Two likely modes of interaction are outlined below. In the

first, the researcher has not carefully transcribed the training

utterance. By listening to it briefly, he makes a list of the

phonemes (leaving out those about which he is unsure). Then, the

matcher is instructed to find the best alignment of the input
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utterance to the network under the constraint of the phoneme

list. The user compares the printed alignment visually wt

parameter plots of the input utterance. If the alignment is

clearly wrong (a fairly rare occurrence) he constrains the time

for the beginning of one or two of the phonemes, and tells the

matcher to "do it again".

A second likely mode is that someone has already transcribed

the utterance. The researcher reads in the transcription and

then, being skeptical, instructs the program to "fuzz" the time

constraints by two frames in each direction, so that if the

transcriber was off by two frames, the matcher could still find

the correct alignment. He then changes any questionable phoneme

labels to "ANY" and instructs the matcher to find the best

(constrained) alignment.

Once the user is satisfied with part or all of the

alignment, he can instruct the matcher to "train" the network

using the training utterance. The basic commands available are:

Add to Statistics, Add new path, Add new diphone, Save the

Network. Each command asks for two time limits specifyin, a

region over which to apply the command. The first command

(statistics) causes the program to update the means and standarl

deviations of the template parameters, as well as the node
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duration probability densities. The second command (Add path)

causes the program to add in the specified speech as an alternate

branch to the section of network against which it was aligned.

if the spanned network contains a phoneme boundary, the program

asks which frame of the input should be marked as a boundary.

The third command (Add diphone) lets the user specify a whole new

template for a named diphone.

Using the training commands described, the user actually

changes the diphone template network. If he is unsure about or

not satisfied with a part of the alignment, he need not use that
part for training. At any point in the process, the user can

save the updated network on a file.

It is hoped that this procedure, which amounts to

interactive clustering, might yield a set of templates that is

somehow more self-consistent. One drawback to this approach is

that it is a very slow process, requiring the researcher to spend

long hours correcting the matcher results.

3.3.3 Automatic Training

One could easily imagine a range of modes of training in

which the computer can make more of the decisions. For instance,

once the researcher has achieved the desired alignment, he could
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issue a command "Train" which would either add to the network

statistics or add new paths based on a simple local score

threshold. That is, if the match is fairly good, the program

would update the statistics. If the match was bad, it would

create a new path.

3.4 Testing and Performance

Most of this first year's work on the diphone network

recognition program has been spent in designing, implementing,

and testing all the features described in the network compiler

and matcher. In order to evaluate the performance of the

phonetic recognizer, we needed to test it in a reasonable

environment. This necessitated integrating the recognizer with

the phonetic synthesizer to complete the phonetic vocoder. We

also knew that the system would not perform well without being

trained. These two efforts are outlined below.

3.4.1 Complete Phonetic Vocoder

To communicate with the phonetic synthesizer, the recognizer

must produce a sequence of triplets, each comprising a phoneme, a

duration, and a pitch value. As described in Section 3.1.3, each

time the matcher drops a theory, it automatically checks whether

this now means that there is some part of the answer that is
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common to all theories. This may happen one frame at a time, or

sometimes deletion of one theory may eliminate the last conflict

for several phonemes worth. In any case, for each frame of the

input, the program types out (to a terminal or to a disk file) a

symbol indicating the type of alignment: self loop, advance to a

new node, share the input frame between two nodes, whether the

node is marked as a phoneme or syllable boundary. The program

can also output the various components of the score for each

input frame, as well as the cumulative scores. Also, whenever

the matcher detects that the best path crosses a phoneme node in

the network, it types out the name of the phoneme node.

An addition was made to these typeout routines, such that

they would remember the names of all the phoneme nodes crossed,

the time of the phoneme boundaries, and whether the boundary was

also a syllable boundary. The program can then write a standard

transcription file which can be read in by the phonetic

synthesizer (as well as many other utility programs) . The

synthesizer then reads in the pitch file for the input utterance,

and models the pitch by a weighted piecewise linear fit to

determine the pitch values. In a real phonetic vocoder, this

last function would reside in the recognizer.

Below we describe some of the benchmark experiments
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performed.

3.4.2 Benchmark Experiments

The first, very short experiment performed, was to try to

phonetically vocode a sentence. We used the untrained network

constructed from only the synthesis diphone templates. 66% of

the phonemes were correctly recognized. However, there were many

extra phonemes in the output string. Upon examination of the

sequence of phonemes, we felt that it would be unintelligible

when synthesized. However, when we used this output in the

synthesizer, we found the sentence somewhat recognizable, though

there were problems. On playing the sentence to several naive

listeners, they understood most or all of the sentence. This led

us to believe that we were correct in assuming that even when the

phonemes were wrong, the spectrum would be close enough.

At this point, we wanted to measure the effect that training

would have. However, we did not want to wait until the network

was fully trained before testing it. Therefore, we recorded the

first paragraph of the Rainbow Passage two times (about 30 sec or

320 phones of speech each). The first reading of the paragraph

was manually transcribed and u-ed to augment the network

(described in Section 3.3.1). We then tried to recognize the

second reading of the paragraph. From careful examination of the
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second reading, we felt that 5% of the phonemes were actually

different, i.e., they were pronounced differently. This meant

that about 90% of the diphones in the second reading of the

paragraph had at least one template in the network that came from

natural speech - as opposed to the 2800 diphone templates

extracted from nonsense utterances that made up the rest of the

network.

The result of this small test was that 79% of the phonemes

in the second reading were recognized correctly. There were

still some extra phonemes in the output. On playing the

synthesized speech resulting from this output, most listeners

understood most of the sentences. However, we felt that both the

quality and intelligibility would need to be improved before this

system would be acceptable.

The above result is encouraging. We must remember, however,

that the experiment was optimistic in that the diphone templates

were extracted from the same global environment as they would be

used. We might hope that the fact that in the final system, all

diphones will have several training samples, will make up for not

always having diphones trained in the same context. The mode of

training used in this experiment did not permit the use of

statistics. Also, we would hope that when the other diphones in
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the network have been trained, they would be less likely to be

confused with the correct diphones.

In a third, short experiment, we carefilly constructed

sentences that contained a mixture of "trained" and "untrained"

diphones. One half of the diphones had not been trained on

natural speech. Those diphones that had been trained were used

in a completely different environment from that of the training

sentences. When tested on the matcher, 78% of the trained

diphones were recognized correctly, while only 40% of the

untrained diphones were recognized. Again, this test was not

extensive enough to predict the final performance of the system

after extensive training.

The above experiments tell us that training of the network

is very important. It also tells us that there is a significant

difference between using natural speech versus nonsense speech.

Therefore, we may decide to delete each nonsense diphone template

from the network as soon as there is a corresponding template

from natural speech to replace it. This capability has not yet

been added to the network compiler or matcher, though it would

probably be relatively straightforward.
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3.5 Conclusion

We have, during the past year, designed and implemented an

initial version of a phonetic recogniti n program particularly

suited to very-low-rate phonetic vocoding. The program uses a

network of diphone templates for recognition, which makes it most

compatible for use with the diphone template synthesizer. The

program was also designed to be flexible and allow interactive

training, so as to be useful as a research tool.

Our preliminary results, based on a small amount of training

to the speech of a single speaker are encouraging. While the

system will clearly need more training and some logical

modifications, we feel that the final outcome will be good.
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4. MULTIRATE CODING

4.1 Introduction

The goal of the speech compression project this year has

been to design and test an embedded-code multirate adaptive

transform coder. The objective is to have a system capable of

operating at an arbitrary data rate in the range 2.5 to 9.6 kb/s.

It was also desired to let the transmission channel vary the bit

rate while the algorithm at the transmitter remained unaffected.

This last constraint is satisfied by embeddinq the codes, i.e.,

arranging the codes in such a manner that, when some bits are

discarded by the channel, the remainder of the received bits can

still be decoded in a meaningful way to produce a speech output.

To meet the requirements of the project, we chose a

frequency-domain approach or adaptive transform coding (ATC),

combined with our newly developed methods of high frequency

regeneration (HFR) by spectral duplication. The combined system

is basically a linear prediction (LPC) vocoder operating at 2.;

kb/s and embedded in a voice-excited coder which provides higher

speech quality at higher data rates. Thp voice-excited codor,

realized in the frequency domain by ATC techniques, always

operates at a fixed bit rate, say 16 kb/s. Th- multirate fo.tur0
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of the system is realized by allowing the channel to strip off

some of the bits from the high rate system thereby achieving

lower data rates. Such a hybrid LPC-ATC system offered great

flexibility in meeting the goals of the project.

In the remainder of this section we shall describe the

system briefly and highlight the various aspects of our work.

4.2 System Description

The complete multirate coding system is shown in Fig. 7. At

the transmitter, the input speech signal is analyzed as in the

usual LPC vocoder, namely, LPC parameters, pitch, and gain are

derived, quantized, and coded. In addition, the speech signal is

inverse filtered, and the discrete cosine transform (DCT) of the

residual is taken. With pitch known, the coefficient of a

one-tap pitch filter is derived from the residual. This pitch

filter, together with the LPC parameters, form the spectral model

to be used in the bit allocation process to perform the coding of

the DCT. The coded DCT components are then delivered to the

channel which may transmit all of the bits or suppress some of

them.

At the receiver, the DCT codes are decoded to form a

baseband DCT. The fullband DCT of the residual is then
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FIG. 6. Block Diag4ran of a Multirate Speech Transform Coder
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reconstructed using the method of HFR by spectral duplication.

An inverse DCT yields the time-domain reconstructed residual

waveform to be used as input to the all-pole LPC synthesis filter

to produce the speech output. In case all of the DCT components

are suppressed by the channel (lowest data rate) , the receiver

becomes identical to that of a pitch-excited LPC vocoder and uses

a pulse/noise source as excitation to the synthesis filter.

4.3 Summary of Work Done

4.3.1 Modified ATC

Traditionally, in conventional ATC, one codes the OCT of the

speech signal itself. Perhaps the most salient feature in our

implementation of ATC is that we code the DCT of the linear

prediction residual. In the proposal [5] for this work and in

the sixth quarterly progress report (QPR #6) [71 on this

contract, we explained how one can quantize the OCT of the

residual rather than the DCT of speech. We explained that not

only both approaches yield the same signal to quantization noise

ratio, but also some advantages are accrued when coding the OCT

of the residual. One such advantage is that, when transmitting

the OCT of the residual, the all-pole synthesis required at the

receiver helps smooth frame-boundary discontinuities that would

normally be present because of frequency-domain quantization.
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Another advantage is that the DCT of the residual has a flat

spectral envelope. This property is particularly desirable for

regenerating the missing high-frequency components by spectral

duplication of the baseband. The HFR process creates a fullband

spectrum that contains the pitch information and has a flat

spectral envelope. Thus, the reconstructed spectrum is

particularly well suited for all-pole synthesis. Our approach is

to be contrasted with the case where the DCT of speech is

transmitted. Such a case is the frequency-domain counterpart of

so-called voice-excited coders that transmit a baseband of the

speech signal. Time-domain implementations of voice-excited and

residual-excited coders have shown that the quality of the output

speech obtained with residual-excited coders is always preferred

to that obtained with voice-excited coders.

4.3.2 Bit Allocation

The spectral model of speech used in bit allocation was

discussed in QPR #5 [3]. Briefly, it consists of two components:

a smooth (LPC) spectral envelope, and a model for the harmonic

structure of the spectrum (the pitch filter). In QPR #6 17] we

showed how bit allocation can be interpreted as uniform

quantization of the logarithm of the weighted spectral model.

The weighting applied to the spectral model is the reciprocal of
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the desired spectral envelope for the output noise. The process

of uniform quantization of the log-spectral-model is shown in

Fig. 8. The dashed curves in the figure define the quantization

intervals and they take on the shape of the desired spectral

envelope of the output noise. In the absence of noise shaping,

these curves would be straight horizontal lines. In our

implementation of bit allocation, the spacing between the curves

is 5 dB instead of the traditionally used 6 dB. In fact,

ideally, the spacing between the curves should not be the same

everywhere, i.e., the quantization should be non-uniform. This

subject was discussed in detail in QPR #6 [7].

4.3.3 Embedded Multirate Coding

For each input frame, the transmitter transmits a block of

bits which is divided into two major parts. The first part

contains the bits representing the system parameters and the

second part contains the bits representing the DCT components.

One such block of bits is shown in Fig. 9. The first part of the

parameter codes is essentially identical to what is transmitted

by an LPC vocoder. The additional parameter codes needed are: 1

pitch tap for the harmonic model of the DCT spectrum, and HFR

codes to be discussed in Section 4.3.4. The maximum data rate of

16,000 b/s is achieved when the DCT of the fullband residual is
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FIG. 7. Bit Allocation in ATC by Uniform Quantization of the
Log-Spectral-Model

transmitted. The minimum data rate achievable by the system

takes place when all the codes representing the DCT components

are suppressed by the channel. Intermediate data rates are

achieved by stripping off bits from the high data rate system.

Stripping off bits results in the suppresion of low-variance

frequency components and/or high-frequency components, depenlina
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on how the stripping is performed. This aspect of the system is

explained below.

It is worth mentioning here that the transmitter itself can

strip off bits prior to transmission in the same manner as is

done by the channel. Thus, when a system is first turned on, the

initial bit rate need not be high and traffic congestion can be

avoided. Note that the receiver does not need to know where in

the system the bits are discarded.

The codes representing the DCT components are arranged in a

certain order prior to transmission. This ordering determines

which bits get discarded first, which, in turn, determines

whether high frequency components or low variance components get

discarded. To study the tradeoff between the number of

transmitted bits, the quantization accuracy, and the number of

transmitted frequency components, we investigated three

bit-ordering techniques. These were explained in detail in QPR

#7 [6] and we summarize them below.

The first bit-ordering technique, which we call the baseband

coder approach, is the simplest: the codes are arranged by order

of increasing frequency. When the channel strips off bits from

the end of each block, the high frequency components are
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FIG. 8. One Block of Bits Per Frame Illustrating the
Embedded-Code Multirate Feature of the System

discarded first. The remaining codes represent a low frequency

portion of the total bandwidth referred to as a baseband. As in

a baseband coder, the receiver regenerates the missing

high-frequency components. We use the method of high-frequenc\

regeneration (HFR) by spectral duplication, which is explained in

Section 4.3.4.
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In the second bit-ordering technique we discard the least

significant bit of each DCT code, starting with the high

frequency components, until the desired rate is reached. If need

be, the next-to-least significant bits of each code are also

discarded. This method decreases the quantization accuracy

uniformly over the whole band. It is equivalent to having

performed the initial bit allocation with fewer bits, e.g., 120

bits instead of 250 bits for a rate of 9 kb/s instead of 16 kb/s.

In the third ordering technique, the discarded bits

represent DCT components with a relatively low variance. Since

the codelength obtained by bit allocation is directly

proportional to the relative variance of the DCT components, this

technique is realized by discarding all 1-bit codes, then all

2-bit codes, etc..., until the desired rate is achieved.

Referring back to Fig. 8, we can see that this technique

corresponds to having merged together into one large level, two

or more inner levels of the uniform quantization of the

log-spectral-model. For example, at 9.6 kb/s, the method

corresponds roughly to having merged the O-bit and 1-bit steps

into one large O-bit step.

When comparison is made at the same bit rate, the second and

third ordering techniques yield a baseband that is generally
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narrower than that of the baseband coder approach. In exchange

for a smaller baseband width, the second and third techniques

provide some additional DCT components scattered in the

high-frequency region. Further details on embedded coding are

found in QPR #7 [6], where we concluded that the first

bit-ordering technique, i.e., the baseband coder approach, yields

the best output speech quality for data rates in the range 6.4 to

9.6 kb/s.

4.3.4 High Frequency Regeneration

The aim of high frequency regeneration (HFR) is to recreate

the missing high frequency components of a signal.

Traditionally, some form of non-linear distortion of the

time-domain signal is used, e.g., waveform rectification. More

recently, we introduced HFR methods where the missing components

are regenerated by duplicating the baseband components at high

frequencies [8]. We call this approach the spectral duplication

method of HFR. Spectral duplication aims at reconstructina a

fullband spectrum that has a harmonic structure and a flat

spectral envelope. Care must be taken not to interrupt the

harmonic structure of the signal spectrum. Our initial efforts

were described in a previous annual report III while our more

recent work is detailed in OPR #7 [6]. We now summarize the

final algorithm that we are currently using.
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The HFR method is illustrated in Fig. 10. The analysis

process needed at the transmitter is as follows. First, a

nominal baseband of fixed width (1 kHz) is translated up in

frequency to fill the region from 1 to 2 kHz. Second, to find an

optimal position for the baseband, the baseband is

cross-correlated with the actual fullband DCT present in that

region. The lag at which the correlation is maximum is

interpreted to be the point where the baseband best duplicates or

best matches the original DCT components. It is the harmonic

structure of the DCT that helps lock the baseband into place.

Thus, the method preserves the harmonic continuity of the DCT.

The lag value is transmitted by means of a 3-bit HFR code, which

accommodates lags between -3 and +4 spectral points. The same

process is repeated for higher frequency bands.

At the receiver, the received baseband is translated to its

nominal position (1 to 2 kHz) and additionally shifted by a few

spectral points as indicated by the HFR code. Since the received

baseband is seldom equal to 1 kHz in width, the regenerated bands

may either overlap one another or have gaps between them. These

cases are easily taken care of (OPR #7 (6] ) . We now report on

the latest results obtained with the most recent versions of the

various aspects of the multirate system.
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4.3.5 Results

With the HFR method as outlined above, the results for the

baseband coder approach of embedded multirate coding are shown in

Table 1.

AVERAGE RECEIVED AVERAGE
TOTAL RATE BASEBAND WIDTH CODELENGTH

kb/s Hz bits/sample

16.0 3333 1.95

9.6 1400 2.3

7.2 870 2.4

6.4 670 2.5

TABLE 1. Results Obtained with the Baseband Coder Approach for
Multirate Coding

From the table it can be seen that at 6.4 kb/s the average width

of the received baseband is about 670 Hz. This is quite a narrow

baseband and constitutes the major obstacle for lowering the data

rate any further. At 6.4 kb/s, the quality of the synthetic

speech is acceptable, but lowering the bit rate further causeF

the speech to be quite rough, hollow-sounding, and with

occasional pops. Thus, for ratps below 6.4 kb/s, we recommend
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using the 2.5 kb/s LPC vocoder. For rates larger than 6.4 kb/s,

the average baseband width is substantially increased and the

quality of the speech improves markedly. The quality at 16 kb/s

is very close to the original.

4.4 Conclusions

In this project, we have capitalized on the advantages of a

frequency-domain approach to realize a versatile embedded-code

multirate speech coding system. Some of the advantages of our

system are: the ease with which spectral noise-shaping can be

implemented, the ease with which the tradeoff between

quantization accuracy and baseband width can be studied, the ease

with which the codes can be embedded for multirate operation, and

the ease with which high frequency regeneration can be done for

effective voice excitation. In addition, the system is suitable

for real-time implementation on existing array processors.
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APPENDIX A
CATEGORIZATION OF DIPHONES

CIV 1 DIPHONES (673)

C 1  P T K B D G CH JH F V TH DH (25)
S Z SH ZH W Y R L M N HH NX DX

V 1  IY IF EY EH AE AA AO AH OW UH UW ER AYI (27)
OYl AW YU IR OR AR EYR UR AX IX AXR EL EM EN

Additions: [TQ EL] [TQ EM] [TQ EN]
Exceptions: [W YU] [Y YU] [R YU] [DX YU] [DX UR]

V 2C 2 DIPHONES (662)

V 2  V 1  except lAY1] is replaced by [AY2] (27)
and [OYl] is replaced by [OY2]

C 2  SIP SIT SIK SIB SID SIG SIC SIJ F V TH DH (25)
S Z SH ZH W Y R L M N HH NX DX

Exceptions: [YU W] [YU Y] [YU R] [AX DX] [IX DX] [AXR DXI [YU DX'
[EL NX] [EM NX] [EN NX] [EL DX] [EM DX] [EN DX]

V 3V 4 DIPHONES (290,

V 3  AA AO AW AY2 IY ER EY OW OY2 UW EL (11)

V 4  V1 less [EM] [EN] (25)

Additions: [I EL] [EH EL] [AE EL] [AH EL] [UH EL] [YU EL] [EL EMI
[IR EL] [OR EL] [AR EL] [UR EL] [AX EL] [IX 1E1L] [EL EN]
[AXR EL] [EYR EL]

Exceptions: [EL EL]
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C3#C 4 DIPHONES (462)

C 3  P T K B D G CH JH F V TH DH (20O

S Z SH ZH R M N NX

C 4  C 2 less [NX] [DX] (23)

Additions: [N DX] [HH W1

Stop Consonant Diphones with Context (400)

SIX X / & V 1  V 1  defined above (216)
SIX X / & # C 4  C 4  defined above (184)

X P T K 3 D G CH JH

Dipthongs with Context (i00)

Yl Y2 / & V 4  V 4  defined above (50)
Yl Y2 / & C 2  C 2  defined above (50)

Y AY OY

Diphones with Silence (88)

- V 5  V 5  V 1 less [AX] [IX] [AXR] [EL] [EM] [EN] (21)
- C4  C 4  defined above (23)
V6 - V 6  V 3 plus [EM] [EN] (13)
C 3 - C 3  defined above (20)
SIX X / & - X defined above (8)
Y1 Y2 / & - Y defined above (2)

( I

Diphones from Clusters (5.

Grand Total
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APPENDIX B
EXHAUSTIVE LIST OF 2733 DIPHONES

-- - AA - AE - AH - AO - AR
- AW - AY1 - DH - EH - ER - EY
- EYR - F - HH - IH - IR - iY

- L - M - N - OR - OW - OYI
R - S - SH - SIB - SIC - SID

- SIG - SIJ - SIK - SIP - SIT - TH
- UH - UR - UW - V - W - y
- YU - Z - ZH AA - AA AA AA AE
AA AH AA AO AA AR AA AW AA AX AA AXR
AA AY1 AA DH AA DX AA EH AA EL AA ER
AA EY AA EYR AA F AA HH AA IH AA 1R
AA IX AA IY AA L AA M AA N AA NX
AA OR AA OW AA OY AA R AA S AA SH
AA SIB AA SIC AA SID AA SIG AA SIJ AA SIK
AA SIP AA SIT AA TH AA UH AA UR AA UW
AA V AA W AA Y AA YU AA Z AA ZH
AE DH AE DX AE EL AE F AE HH AE L
AE M AE N AE NX AE R AE S AE SH
AE SIB AE SIC AE SID AE SIG AE SIJ AE SIK
AE SIP AE SIT AE TH AE V AE W AE Y
AE Z AE ZH AH DH AH DX AH EL AH F
AH HH AH L AH M AH N AH NX AH R
AH S AH SH AH SIB AH SIC AH SID AH SIG
AH SIJ AH SIK AH SIP AH SIT AH TH AR V
AH W AH Y AH Z AH ZH AO - AO AA
AO AE AO AH AO AO AO AR AO AW AO AX
AO AXR AO AY AO DH AO DX AO EH AC EL
AO ER AO EY AO EYR AO F AO HB AO IH
AO IR AO IX AO IY AO L AO M AC N
AO NX AO OR AO OW AO OYI AO R AO S
AO SH AO SIB AO SIC AO SID AO SIG AO SIJ
AO SIK AO SIP AO SIT AO TH AO U AO UR
AO UW AO V AO W AO Y AO YU AO Z
AO ZH AR DH AR DX AR EL AR F AR HP
AR L AR M AR N AR NX AR R AR S
AR SH AR SIB AR SIC AR SID AR SIG AR SIJ
AR SIK AR SIP AR SIT AR TH AR V AR W
AR Y AR Z AR ZH AW - AW AA AW AE
AW AH AW AO AW AR AW AW AW AX AW AXR
AW AY1 AW DH AW DX AW EH AW EL AW ER
AW EY AW EYR AW F AW HH AW TH AW IR

l I~ I lr n -d I ! . .. :.-_ . .. ... .. .. . . .. . . .
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AW IX AW IY AW L AW M AW N AW NX

AW OR AW Ow Ali OYI AW R AW S All SH

AW SIB AW sic Ali SID AW SIG AW SIJ AW 511<

AW SIP Ali SIT AW TH AW UR AW UR AW IJW

AW V AW W AW Y AW YU AW Z AWi ZH

AX DH AX EL AX F AXERH AX L AX M

AX N AX NX AX R AX S AX SR AX SIB

AX SIC AX SID AX SIG AX SIJ AX 511< AX SIP

AX SIT AX TH AX V AX W AX Y AX 7

AX ZR AXR DR AXR EL AXP. F AXR HH AXR L

AXR M AXR N AXR NX AXR R AXR S AXR SB

AXR SIB AXR SIC AX?. SID AX?. SIG AXR SMJ AXR SII(

AXR SIP AXR, SIT AXR T14 AX?. V AX?. W AX?. Y

AXR Z AXR Z11

AY AM2/& - AY1 AY2 /& AA AY1 AY2/& AE

AYi AY2/& AH AY1 AY2 /& NO AYl AY2/& AR

AYi AY2 /& AW AYI AY2 / &AX AY1 AY2 & AXR

AYI AY2/& AY1 AY1 AY2 / & D AYI AY2/& DX

AY1 NY2 /& ER AY1 AY2 / & EL AYi AY2 /& ER

AY1 Y2 EYAylAY2/ &EYRAYI AY2 /& F

AY1 AY2 & HH AYi AY2 / &EY? AYi AY2/& IR

AYI AY2 /& IX AYU AY2 / & IH Y Y

AY1 AY2 & M ~AY1 AY2 / & L Y2 &N

AYi AY2 ,& IX AY1 AY2 /& OW AYI AY2 / n

AYl AY2/&MR AYI AY2 / & S Y1AY2/& Si

AYi AY2/& SI AY1 AY2 /&OSI AY1 AY2/&SID

AYi AY2/& SIG AYI AY2 /& S3IJ AYi AY2/ & SIK

AYI AY2 /& SIP AYi AY2 / & SIT AUI A2 ,'& TH

AY1 AY2/U
1  AYI AY2 / &UR AYI AY2 /& UW

AYI AY2 & V AY1 AY2 / &W , Yl AY2/& Y

AYi AY2/& YU AYI AY2 / &Z AY1 AY2/& ZH

AY2 - / AY1 & AY2 AA /AY- & AY2 AE /AYi &

AY2 AH/AYI & AY2 AO /AYI & AY2 AR/AYi &

AY2 AW/AYI & AY2 AX /AY1 & AY2 AXR/AYI &

AY2 AY1 AY1 & AY2DR / AYI & Ay2 DX/& AYI

AY2 Eff AYi & AY2 EL /AYI & AY2 ER/AYI &

AY2 EY /AUI & AY2 EYR / AU1 & Ay2 F / AYi &

AY2 RB AU1 & AY2 IB / AYi & AY2 IR / AY2- &

AY2 IX/AYi & AY2ly / AYI & AY2 L/ AI &

AY2 M/AYl & AY2 N/ AY1 & NY2 NX / AYi &
AY2 O AYI AY2OW / Y1 &AY2 OYi/ AYI &

AY2R/AYI & AY2W / AYI & AY2 SH /AYi &

AY2 SIBAY1 & AY2SIC/ AY & 2SD/AY&

AY2 SIBG AYi & AY2 SIC / MYI & AY2 SID / AYI &

AY2 SIP AYl & AY2 SIT / MYI & AY2 SIK / AYi &

AY2 SIP AYI & AY2 SIT AUI & AY2 TB / AYi &

AY2 Vi AYi & AY2 W1. AYI. & AY2 Y / MI &

AY2 YU ./AYi & AY2 Z AYi & AY 2 ZR / MI &
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B - / SIB & B AA / SIB & B AE / SIB &

B AH / SIB & B AO / SIB & B NR / S3 &

B AW / SIB & B AX /SIB & B AXR /SIB &

B AY1/ SIB & B EH /SIB & B EL/ SIB &

B EM /SIB & B EN /SIB & B ER /SIB &

B EY / SIB & B EYR / SIB & B IH / SIB &

B IR / SIB & B IX / SIB & B IY / SIB &

B L /SIB & B OR /SIB & B OW /SIB &

B OYl / SIB & B R / SIB & B UH / SIB &

BUR / SIB & BUW /SIB & B YU/ SIB &

B#DH /SIB & B#F / SIB & B#HH /SIB &

B#L / SIB & B#M / SIB & B#N / SIB &

B#R / SIB & B#S / SIB & B#SH / SIB &

B#SIB / SIB & B#SIC / SIB & B#SID / SIB &

B#SIG / SIB & B#SIJ / SIB & B#SIK / SIB &

B#SIP / SIB & B#SIT / SIB & B#TH / SIB &

B#V / SIB & B#W / SIB & B#Y / SIB &

B#Z / SIB & B#ZH / SIB & CH - / SIC &

CH AA / SIC & CH AE / SIC & CH AH / SIC &

CH AO /SIC & CH AR / SIC & CH AW/ SIC &

CH AX /SIC & CH AXR /SIC & CH AY/ SIC &

CH EH /SIC & CH EL / SIC & CH EM /SIC &

CH EN /SIC & CH ER / SIC & CH EY / SIC &

CH EYR / SIC & CH IH / SIC & CH IR /SIC &

CH IX /SIC & CH IY / SIC & CH OR /SIC &

CH OW /SIC & CH OY1/ SIC& CH UH /SIC &

CH UR /SIC & CH UW / SIC & CH YU/ SIC &

CH#DH / SIC & CH#F / SIC & CH#HH / SIC &

CH#L / SIC & CH#M / SIC & CH#N / SIC &

CH#R / SIC & CH#S / SIC & CH#SH / SIC &

CH#SIB / SIC & CH#SIC / SIC & CH#SID / SIC &

CH#SIG / SIC & CH#SIJ / SIC & CH#SIK 7 SIC &

CH#SIP / SIC & CH#SIT / SIC & CHi#TH / SIC &

CH#V /SIC & CH#W / SIC & CHi#Y /SIC &

CH#Z / SIC & CH#ZH / SIC & D - / SID &

D AA / SID & D AE / SID & D AH /SID &

D AO /SID & D AR / SID & D AW /SID &

D AX /SID & D AXR / SID & D AYI /SID &

D EH /SID & D EL / SID & D EM /SID &

D EN /SID & D ER / SID & D EY /SID &

D EYR / SID & D IH / SID & D IR / SID &

D IX / SID & D IY / SID & D OR / SID &

D OW /SID & D OY1 / SID & D R/ SID &

D UH /SID & D UR / SID & D UW /SID &

D W / SID & D YU / SID & D#DH / SID &

D#F / SID & D#HH / SID & D#L / SID &

D#M /SID & D#N / SID & D#R / SID &

D#S / SID & D#SH / SID & D#SIB / SID &

:4
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D#SIC / SID & D#SID / SID & D#SIG / SID &
D#SIJ / SID & D#SIK / SID & D#SIP / SID &

D#SIT / SID & D#TH / SID & D#V / SID &
D#W / SID & D#Y / SID & D#Z / SID &
D#ZH / SID &
DH - DH AA DH AE DH AH DH AO DH AR
DH AW DH AX DH AXR DH AY1 DH EH DH EL
DH EM DH EN DH ER DH EY DH EYR DH IH
DH IR DH IX DH IY DH OR DH OW DH OYI
DH UH DH UR DH UW DH YU DH#DH DH#F
DH#HH DH#L DH#M DH#N DH#R DH#S
DH#SH DH#SIB DH#SIC DH#SID DH#SIG DH#SIJ
DH#SIK DH#SIP DH#SIT DH#TH DH#V DH#W
DH#Y DH#Z DH#ZH DX AA DX AE DX AH
DX AO DX AR DX AW DX AX DX AXR DX AYl
DX EH DX EL DX EM DX EN DX ER DX EY
DX EYR DX IH DX IR DX IX DX IY DX OR
DX OW DX OYl DX UH DX UW EH DH EH DX
EH EL EH F EH HH EH L EH M EH N
EH NX EH R EH S EH SH EH SIB EH SIC
EH SID EH SIG EH SIJ EH SIK EH SIP EH SIT
EH TH EH V EH W EH Y EH Z EH ZH
EL - EL AA EL AE EL AH EL AO EL AR
EL AW EL AX EL AXR EL AYI EL EH EL EM
EL EN EL ER EL EY EL EYR EL IH EL IR
EL IX EL IY EL OR EL OW EL OYl EL UH
EL UR EL UW EL YU EL#DH EL#F EL#HH
EL#L EL#M EL#N EL#R EL#S EL#SH
EL#SIB EL#SIC EL#SID EL#SIG EL#SIJ EL#SIK
EL#SIP EL#SIT EL#TH EL#V EL#W EL#Y
EL#Z EL#ZH EM - EM DH EM F EM HH
EM L EM M EM N EM R EM S EM SH
EM SIB EM SIC EM SID EM SIG EM SIJ EM SIK
EM SIP EM SIT EM TH EM V EM W EM Y
EM Z EM ZH EN - EN DH EN F EN HH

EN L EN M EN N EN R EN S EN SH
EN SIB EN SIC EN SID EN SIG EN SIJ EN SIK
EN SIP EN SIT EN TH EN V EN W EN Y
EN Z EN ZH ER - ER AA ER AE ER AH
ER AO ER AR ER AW ER AX ER AXR ER AYI
ER DH ER DX ER EH ER EL ER ER ER EY
ER EYR ER F ER HH ER IH ER IR ER IX
ER IY ER L ER M ER N ER NX ER OR
ER OW ER OYI ERR ER S ER SH ER SIB
ER SIC ER SID ER SIG ER SIJ ER SIK ER SIP
ER SIT ER TH ER UH ER UR ER UW ER V
ER W ER Y ER YU ER Z ER ZH EY -
EY AA EY AE EY AH EY AO EY AR EY AW
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EY AX EY AXR EY AY! EY DH EY DX EY EH

EY EL EY ER EY EY EY EYR EY F EY HH

EY IH EY IR EY IX EY IY EY L EY M

EY N EY NX EY OR EY OW EY OY1 EY R

EY S EY SH EY SIB EY SIC EY SID EY SIG

EY SIJ EY SIK EY SIP EY SIT EY TH EY UH

EY UR EY UW EY V EY W EY Y EY YU

EY Z EY ZH EYR DH EYR DX EYR EL EYR F

EYR HH EYR L EYR M EYR N EYR NX EYR R

EYR S EYR SH EYR SIB EYR SIC EYR SID EYR SIG

EYR SIJ EYR SIK EYR SIP EYR SIT EYR TH EYR V

EYR W EYR Y EYR Z EYR ZH F - F AA

F AE F AH F AO FAR F AW FAX

F AXR F AYI F EH F EL F EM FEN

F ER F EY F EYR F IH F IR F IX

F IY F L F OR F OW F OYl F R

F UH FUR F UW F YU F#DF F#F

F#HH F#L F#M F#N F#R F#S

F#SH F#SIB F#SIC F#SID F#SIG F#SIJ

F#SIK F#SIP F#SIT F#TH F#V F#W

F#Y F#Z F#ZH
G - / SIG & G AA /SIG & G AE /SIG &

G AH /SIG & G AO /SIG & G AR /SIG &

G AW /SIG & G AX /SIG & G AXR /SIG &

G AYI /SIG & G EH /SIG & G EL /SIG &

GEM /SIG & G EN /SIG & G ER /SIG &

G EY /SIG & G EYR /SIG & G IH /SIG &

G IR /SIG & G IX /SIG & G IY /SIG &
G L /SIG & G OR /SIG & G OW /SIG &
G OY/ SIG & G R / SIG & G UH /SIG &

G UR /SIG & G UW /SIG & G W /SIG &

G YU /SIG & G#DH /SIG & G#F /STG &

G#HH / SIG & G#L / SIG & G#M / EfG &

G#N / SIG & G#R / SIG & G#S /SIG &

G#SH / SIG & G#SIB / SIG & G#SIC / SIG &

G#SID / SIG & G#SIG / SIG & G#SIJ / SIG &

G#SIK / SIG & G#SIP / SIG & G#SIT / SIG &

G#TH / SIG & G#V / SIG & G#W / SIG &

G#Y / SIG & G#Z / SIG & G#ZH / SIG &

HH AA HH AE HH AH HH AO HH AR HH AW

HH AX HH AXR HH AYl HH EH HH EL HH EM

HH EN HH ER HH EY HH EYR HH IH HH IR

HH IX HH IY HH OR HH OW HH OY1 HH UN

HH UR HH UW HH W HH YU IH DH IH DX

IH EL IH F IH HH IH L IH M IH N

IH NX IH R IH S IH SH IH SIB IH SIC

IN SID IH SIG IH SIJ IH SIK IH SIP IH SIT

IN TH IH V IH W IH Y IH Z IH ZH
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IR DH IR DX IR EL IR F IR HH IR L

IR M IR N IR NX IR R IR S IR SH

IR SIB IR SIC IR SID IR SIG IR SIJ IR SIK

IR SIP IR SIT IR TN IR V IR W IR Y

IR Z IR ZH IX DH IX EL Ix F IX H

IX L IX M IX N IX NX IX R IX S

IX SN IX SIB IX SIC IX SID IX SIG IX 513

IX SIK IX SIP IX SIT IX TH IX v IX W

IX Y IX Z IX ZH IY - IY AA IY AE

IY AH IY AO IY AR TY AW IY AX IY AXR

IY AY1 IY DH IY DX IY EH IY EL IY ER

IY EY IY EYR IY F IY NH IY IH IY IR

IY IX IY IY IY L TY M IY N IY NX

IY OR IY OW IYOY1 TY R TY S IY SH

IY SIB IY SIC IY SID IY SIG IY SIJ IY SIK

IY SIP IY SIT IY TH IY UH IY UR IY UW

Iy V IY W IY Y IY YU IY Z IY Z-

JH -/ SIJ & JN AA/SIJ & JH AE/SIJ &

JH AH/SIJ & JH AO/SIJ & JH AR/SIJ &

JH AW/SIJ & JH AX/SIJ & JH AXR/SIJ &

JH AY1 /SIJ & JH ENH SIJ & JH EL /SIJ &

JH EM/SIJ & JH EN/SIJ & JH ER/SIJ &

JH EY/SIJ & JH EYR SIJ & JH IH/SIJ &

JN IR /SIJ & JH IX /SIJ & JH IY /SIJ &

JN OR/SIJ & JN OW/SIJ & JH OY1/SIJ &

JH UN/SIJ & JN UR/SIJ & JH UW/SIJ &

JN YU/SlIJ& JH#DN/SIJ & JN4#F SIJ &

JN#HN SIJ & JH#L /SIJ & JN#M /SIJ &

JN#N /SIJ & JH#R /SIJ & JH#S / 51 &

JH#SN SIJ & JH#SIB / SIJ & JN#SIC / 51 &

JH#SID /SIJ & JH#SIG / SIJ & JN#SIJ / 51 &

JN#SIK / 51 & JH#SIP / SIJ & JH#SIT / 51 &

JN#TN / 51 & JH#V / 51 & JN*W / 51 &

JH#Y / 51 & JH#Z /SIJ & JH#ZH /SIJ &

K - /SIK & K AA/SIK & K AE/SIK &

K AN SIK & K AO /SIK & K AR /SIX &

K AW/SIK & K AX/SIK & K AXR/SIK &

K AYI /SIX & K ENH SIK & K EL /SIX &

K EM/SIK & K EN/SIK & K ER/SIK &

K EY/SIK & K EYR/SIK & K IH/SIK &

K IR /SIK & K IX /SIK & K IY /SIK &

K L/S SIK & K L/SIK & K OR/SIK &

K OW /SIK & K OY1 / 511 & K R /S SIK &

K R /SIR & K UN SIK & K UR /SIK &

K UW /SIK & K W S SIK & K W SIX1 &

K YU /SIX & K#DH /SIX & K#F /SIX &

K#HH /SIX & K*L /SIX & K#M / IX &

K#N /SIX & K#R /SIR & K#S /SIR &
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K#SH /SIl( & K#SIB /SIK & K#SIC /SIK &
K#SID /SIK & K#SIG /SIK & K#SIJ /SIK &
K#SII< SIK & K#SIP /SIK & K#SIT /SIK &
K#TR/SIK & K#V/ SIR & K#W/SIK &
K#Y /SIR & K#Z /SIK & K4ZH /SIR &
L AA L AE L AH L AO L AR L AW
L AX L AXR L AY1 L EH LEL L EM
L EN L ER L EY L EYR L IH L IR
L IX L IY L OR L OW L OY1 TUH
L UR L UW L YU M - M AA M AE
M AH M AO M AR M AW M AX M AXR
M AY1 M EH MEL M EM M EN M ER
M EY M EYR M IH M IR M IX m TY
M OR M OW MOY M UH M UR MUW
M YU M#DH M#tE M#HH M#L M#M
M*N M#R M#tS M#SH M#SIB M#SIC
M#SID M#SIG M#SIJ M#SIK M#SIP M#SIT
M#TH M#V M#W M#Y M#Z M#ZH
N - N AA N AE N AH N AO N AR
N AW N AX N AXR N AY1 N DX N EH
M EL N EM N EN N ER N EY N EYR
N IH N IR N IX N IY N OR N OW
N OYl N UH N UR N UW N YU N#DH
MNtE N#HHf N#L N#M NAN N#R
N#S N#SH N#SIB N#tSIC N#SID N#SIG
N#SIJ N#tSIK N#SIP N#SIT N#TH N#V
N#W N#tY N#Z N#ZH NX - NX AA
NX AE NX AH NX AO NX AR NX AW NX AX
NX AXR NX AY1 NX EH NX EL NX EM NX EN
NX ER MX EY MX EYR NX IH NX IR NX IX
NX IY NX OR NX OW NX OY1 NX UH NX UR
NX UW MX YUJ NX#DH NX#F NX#HH NX#L
NX#M NX#N NX#R NX#S NX#SH NX# STB
NX#SIC NX#SID NX#SIG NX#SIJ NX#SIK NX#SIP
NX#SIT NX#TH NX#V NX#W NX#Y NX#Z
NX#ZH OR DH OR DX OR EL OR F OR HR
OR L OR M OR N OR NX OR R OR S
OR SR OR SIB OR SIC OR SID OR SIG OR SIJ
OR SIK OR SIP OR SIT OR TH OR V OR W
OR Y OR Z OR ZH OW - OW AA OW AE
OW AH OW AO OW AR OW AW OW AX OW AXR
OW AY1 OW DH OW DX OW EH O1W EL OW ER
OW EY OW EYR OWEF OW HH OW TB OW IR
OWITX OW TY OW L OW M OW N OW NX
OW OR OW OW OW QYl OW R OW s OW SB
OW SIB OW SIC OW SID OW SIC OW 513J OW STK
OW SIP OW SIT OW TH OW UH Ow up OW VW
OW V OWW OW Y OWYU OW Z WZF
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QY1 0Y2 /& - OY1 0Y2 / & AA Oyi 0y2 /& AE

oyl 0Y2 /& AR oyi 0Y 2 / & AO OY1 OY2 /& AR

OY1 0Y2 /& AW OY1 0Y2 / & AX OY1 OY2 /& AXR

oy1 0Y2 /& AY1 OY1 0Y2 / & DH DY]. 0Y2 ,(& DX

Dy1 OY2/& F-H 0Yl,0Y2 / &EL 0yj0Y2/& ER

Oy1 OY2/& EY 0Y1OY2 / &EYR DY1 DY2/& F

oyl OY2/&B TD y1DOY2 /& I H oyl Y2/& ITR

Dyl OY2/& IX OnloY2 / &IY 0Y1 DY2/& L

oyl0Y2/& M OYlDY2 / &N 0Y10Y2/& NX

DY]. 0Y2 /& OR DY]. 0Y2 / & OM DY] 10Y2 ./& DY].

oyl DY2/& R On OY2 / &S 0Y1 Y2/& SH

DY]. 0Y2 /& SIB Dy]. 0Y2 / & SIC DY]. 0Y2 /& SID

DY]. 0Y2 /& SIG DY]. DY2 / & SIJ oYl 0Y2 /& SIK

oyl OY2/ & SIP Oy1DOY2 / & SIT DY1 OY2 /& TH

DY]. 0Y2 /& UH DY]. 0Y2 / & UR OY]. 0Y2 /& UW

DY]. 0Y2 /& V Dyl 0Y2 / & W DY]. 0Y2 /& Y

DYl 0Y2 /& YU DY]. 0Y2 / & z DY]. 0Y2 /& ZH

0Y2 - / DY]. & 0Y2 AA / DY]. & DY2 AE / Y]. &

0Y2 AR / Y]. & 0Y2 AD / DY]. & DY2 AR 7 Y]. &

0Y2 AW / Y]. & 0Y2 A~X / OY]. & DY2 AXR / Y]. &

0Y2 AY1 / Y]. & 0Y2 DH / DY]. & DY2 DX / Y]. &

OY2 EH/OY1 & OY2 EL /OY1 & OY2 ER/OY1 &

0Y2 EY / Y]. & 0Y2 EYR / DY]. & DY2 F / Y]. &

0Y2 RB / Y]. & 0Y2 lB / DY]. & 0Y2 IR /OY2. &

DY2 IX / Y]. & 0Y2 IY / DY]. & DY2 L O YI &

DY2 M / Y]. & 0Y2 N / DYl & DY2 NX / Y]. &

DY2 OR / Y]. & 0Y2 OW / DYl & DY2 DY]. / Y1 &

0Y2 R / Y]. & DY2 S / DY]. & 0Y2 SR OnY] &

0Y2 SIB / Y]. & 0Y2 SIC / DY]. & DY2 SID / Yl &

0Y2 SIG / Y]. & DY2 SIJ / DY]. & 0Y2 SIK /OY1 &

DY2 SIP / Y]. & DY2 SIT / DY]. & 0Y2 TB / Y]. &

0Y2 UH / Y]. & DY2 UR / DY1& OY2 UW/DY1 &

DY2 V/DY1 & DY2 W / DY & 0Y2 Y /DY &

DY2 YUJ/DY1& DY2 Z / DY1& OY2 ZH/OY1 &

p -/ SIP & P AA /SIP & P AE/SIP &

P AR SIP & P AD / SIP & P ARF SIP &

P AW/SIP & P AX /SIP & P AXR/SIP &

P AY. /SIP & P EH/ SIP & P EL/SIP &

P EMv SIP & P FN /SIP & P ER/SIP &

P EY /SIP & P EYR / SIP & P lB SIP &

P IR /SIP & P IX / SIP & P IY/ SIP &

P L. S SIP & P L / SIP & P OR /'SIP &

P OW SIP & P DY]. / SIP & P P S SIP &

P R /SIP & P UH / SIP & P UPR SIP &

P UW/ SIP & P YU / SIP & P#DH 7 SIP &

P#F SIP & P#H-H / SIP & P#L ,/SIP &

P#M /SIP & P#N /SIP & P#R SIP &

P#S /SIP & P#SH SIP & P*sIB 2 1
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P#SIC/ SIP & P#SID /SIP & P#SIG1 SIP &
P#SIJ SIP & P#SIK /SIP & P#SIP/ SIP &
P#SII / SIP & P#TH /SIP & P#V /SI? &
P#W /SIP & P#Y /SIP & P42 SIP &
P#ZH /SIP &
R - R AA R AE R AH R AO R AR
R AW R AX R AXR R AY1 R EH R EL
R EM R EN R ER R EY R EYR R IN
R IR R IX R TY R OR R OW R OYl
R UH R UR R UW R#DR R#F R#H
R#L R#M R#N R#R R#S R#SH
R#SIB R#SIC R#SID R#SIG R4SIJ R#SIK
R#SIP R#SIT R4TH R#V R R#Y
R#Z R#ZH S - S AA S AE S AH
S AO S AR S AW S AX S AXR S AYi
S EH S EL S EM S EN S ER S EY
S EYR S IH S IR S IX STIY S L
S M S N S OR S OW S OY1 S SIT(
SSIK/&KL SSTK/&KR SSIK/&KW
S SIP
SSIP/&PL SSIP/&PR
S SIT
S SIT/ &T R
S UR S UR S UW S W S YU S#DH
SOF S#HH S#L S#M S#N S#R
S4S S#SH S#SIB S#SIC S#SID S#SIG
S#SIJ S#SIK S#SIP S#SIT S#TH S4V
54W 542 S#Z S#ZH SR - SH AA
SH AE SH AH SH AO SH AR SH AW SH AX
SR AXR SR AY1 SH EH SR EL SH EM SH EN
SH ER SH EY SH EYR SR IN SH IR SR IM
SH IY SH OR SH OW SN OY1 SP R SR UR
SR UR SR UW SR YU SH#DH SH#F SRHH
SH#L SP.4M SH#N SR#R SR#S SH#SH
SH#SIB S1H#SIC SH#SID SH#SIG SHisij SH#SIK
SH#SIP SH#SIT SN#TH SH#V S1-1W SR#Y
SH#Z SH#ZH
SIB B /& 4 DH SIB B /& # F SIB B /& 4 HR
SIB B /& 4 L SIB B & # M SIB B /& # N
SIB B /& 4 R SIB B /& # S SIB B /& 4 SR
SIB B /& # SIB SIB B /& # SIC SIB3 R & 4 SID
SIB B /& 4 SIG SIB B . & 4 SIJ SIB B /& # SIT<
SIB B /& # SIP SIB B /& # SIT SIB B /& # TN
SIB B /& # V SIB B /& # W SIB B /& 4 Y
SIB B /& # Z SIB B /& 4 zR SI 1B B ,/& -

SIB B /& AA SIB B /& AE SIB B /& AR
SIB B /& AO SIB B /& AR SIB B ,'& AW
SIB B /& AX SIB B /& AXR SIB B ,'& AYl
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SIB B / & EH SIB B / & EL SIB B / & EM
SIB B / & EN SIB B / & ER SIB B / & EY
SIB B / & EYR SIB B / & IH SIB B / & IR
SIB B / & IX SIB B / & IY SIB B / & L
SIB B / & OR SIB B / & OW SIB B / & OYI
SIB B / & R SIB B / & UH SIB B / & UR
SIB B / & UW SIB B / & YU SIC CH / & # DR
SIC CH / & # F SIC CH / & # HH SIC CH 7 & 4 L
SIC CH / & # M SIC CH / & # N SIC CH / & # R
SIC CH / & # S SIC CH / & # SH SIC CH / & 4 SIB
SIC CH / & # SIC SIC CH / & # SID SIC CH / & # SIG
SIC CH / & # SIJ SIC CH / & # SIK SIC CH / & # SIP
SIC CH /& # SIT SIC CH /& # TH SIC CH /& # V
SIC CH / & # W SIC CH / & # Y SIC CH / & # Z
SIC CH / & # ZH SIC CH / & - SIC CH / & AA
SIC CH / & AE SIC CH / & AH SIC CH / & AO
SIC CH / & AR SIC CH / & AW SIC CH / & AX
SIC CH / & AXR SIC CH / & AY1 SIC CH / & EH
SIC CH / & EL SIC CH / & EM SIC CH / & EN
SIC CH / & ER SIC CH / & EY SIC CH / & EYR
SIC CH / & IH SIC CH / & IR SIC CH / & IX
SIC CH / & IY SIC CH / & OR SIC CH / & OW
SIC CH / & OYI SIC CH / & UH SIC CH / & UR
SIC CH / & UW SIC CH / & YU SID D / & # DH $
SID D / & # F SID D / & # HH SID D / & # L
SID D / & # M SID D / & # N SID D / & # R
SID D / & # S SID D / & # SH SID D / & # SIB
SID D / & # SIC SID D / & # SID SID D / & # SIG
SID D / & # SIJ SID D / & # SIK SID D / & # SIP
SID D / & # SIT SID D / & # TH SID D / & # V
SID D / & # W SID D / & # Y SID D / & # Z
SID D / & # ZH SID D / & - SID D / & AA
SID D / & AE SID D / & AH SID D / & AO

SID D / & AR SID B / & AW SID D / & AX
SID D / & AXR SID D / & AYl SID D / & EH
SID D / & EL SID D / & EM SID D / & EN
SID D / & ER SID D / & EY SID D / & EYR
SID B / & IH SID D / & IR SID 0 / & IX
SID D / & IY SID D / & OR SID D / & OW
SID D / & OYI SID D / & R SID D / & UIR
SID D /& UR SID D /& UW SID D /& W
SID D / & YU SIC G / & # DH SIG G / & # F
SIG G / & # RH SIG G / & 4 L SIG C ,G & 4 M
SIG G / & * N SIC G / & 9 R SIG C , & 0 S
SIC G / & 4 SH SIC G / & # SIB SIG G / & # SIC
SIG G / & 4 SID SIG G / & # SIC SIC C / & # SITJ
SIG G / & 4 SIK SIG G / & 4 SIP SIC C / & 4 SIT
SIG C / & # TH SIG G 7 & 4 V SIG G / & 4 W
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SIG C / & Y SIG C / & # Z SIG G / & # ZH
SIG G / & - SIG G / & AA SIG G / & AE
SIG C / & AH SIG C / & AO SIG C / & AR
SIG G / & AW SIG C / & AX SIG C / & AXR
SIG G / & AYl SIG G / & EH SIG C / & EL
SIG G / & EM SIG G / & EN SIG G I & ER
SIG G / & EY SIG G / & EYR SIG C / & IH
SIG G / & IR SIG G / & IX SIG G / & IY
SIG C / & L SIG G / & OR SIG C / & OW
SIG G / & OY1 SIG G / & R SIG C / & UH
SIG G /& UR SIG G /& UW SIG G /& W
SIG C / & YU SIJ JH / & # DH SIJ JH / & 4 F
SIJ JH / & 4 HH SIJ JH / & # L SMi JH / & 4 M
SIJ JH / & # N SIJ JR / & 4 R SIJ JH / & # S
SIJ JH / & # SH SIJ JH / & # SIB SIJ JH / & # SIC
SIJ JH / & # SID SIJ JH / & # SIG SIJ JH / & # SIJ
SIJ JH / & # SIK SIJ JR / & # SIP SIJ JH / & # SIT
SIJ JH / & # TH SIJ JH / & # V SIJ JH / & 4 W
SIJ JH / & # Y SIJ JH / & # Z SIJ JR / & # ZH
SIJ JH / & - SIJ JH / & AA SIJ JH / & AE
SIJ JH / & AH SIJ JH / & AO SIJ JH / & AR
SIJ JH / & AW SIJ JH / & AX SIJ JH / & AXR
SIJ JH / & AY1 SIJ JH / & Eli SIJ JH / & EL
SIJ JH / & EM SIJ JH / & EN SIJ JH / & ER
SIJ JH / & EY SIJ JH / & EYR SIJ JH / & IH
SIJ JH / & IR SIJ JH / & IX SIJ JH / & IY
SIJ JH / & OR SIJ JH / & OW SIJ JH / & OYI
SIJ JH / & UH SIJ JH / & UR SIJ JH / & UW
SIJ JH / & YU SIK Y/ & # DH SIK K / & # F
SIK K / & # HH SIK K / & # L SIK K / & # M
SIK K / & # N SIK K / & # R SIK K / & 4 S
SIK K / & 4 SH SIK K / & # SIB SIK K / & # SIC
SIK K / & # SID SIK K / & # SIG SIK K / & # SIJ
SIK K / & # SIK SIx K / & # SIP SIK K / & # SIT
SIK K /& # TH SIK K /& # V SIK K /& # W
SIK K / & 4 Y SIK K / & # Z SIK K / & # ZH
SIK K / & - SIK K / & AA SIK K / & AE
SIK K / & AH SIK K / & AO SIK K / & AR

SIK K / & AW SIK K / & AX SIK K / & AXR
SIK K / & AY1 SIK K / & ER SIK K / & EL
SIK K / & EM SlK K / & EN SIK K / & ER

SIK K / & EY SIK K / EYR SIK K / & IH
SIK K / & IR SIK K / & IX STK K / & IY
SIKK &Li K /& R SIK K / & OW
SIK K / & OYI SIK / & R SIX K / & TMT
SIK K / & UR SIK / & UW SIK / & W
SIK K / & YU SIK K / S & 1. SIK K / S & P
SIF K / S & W SIP P / & Dl SIP P / & 4 F



Report No. 4414 Bolt Beranek and Newman Inc.

SIP P / & # HH SIP P / & # L SIP P / & # M

SIP P & # N SIP P / & # R SIP P / & # S

SIP P / & # SH SIP P / & # SIB SIP P / & # SIC

SiP P / & # SID SIP P / & # SIG SIP P / & 4 SIJ
SIP P / & # SIK SIP P / & # SIP SIP P / & # SIT

SIP P / & # TH SIP P / & # V SIP P / & w
SIP P / & # Y SIP P / & # Z SIP P / & # ZH

SiP P / & - SIP P / & AA SIP P / & AE

SIP P / & AH SIP P / & AO SIP P / & AR

SIP P / & AW SIP P / & AX SIP P / & AXR
SIP P / & AY1 SIP P / & EH SIP P / & EL

SIP P / & EM SIP P / & EN SIP P / & ER

SIP P / & EY SIP P / & EYR SIP P / & IH

SIP P / & IR SIP P / & IX SIP P / & IY

SIP P /& L SIP P / & OR SIP P /& OW

SIP P/ & OY SIP P / & R SIP P /& UH

SIP P / & UR SIP P / & UW SIP P / & YU

SIP P / S & L SIP P / S & R SIT T / & 4 DH

SIT T / & # F SIT T / & # HH SIT T / & # L

SIT T / & # M SIT T / & # N SIT T / & # R

SIT T / & # S SIT T / & # SH SIT T / & # SIB

SIT T / & # SIC SIT T / & # SID SIT T / & # SIG

SIT T / & * SIJ SIT T / & # SIK SIT T / & # SIP

SIT T / & 4 SIT SIT T / & # TH SIT T / & 4 V

SIT T / & # W SIT T / & # Y SIT T / & # Z

SIT T / & # ZH SIT T / & - SIT T / & AA

SIT T / & AE SIT T / & AH SIT T / & AO

SIT T / & AR SIT T / & AW SIT T / & AX

SIT T / & AXR SIT T / & AYI SIT T / & EH

SIT T / & EL SIT T / & EM SIT T / & EN

SIT T / & ER SIT T / & EY SIT T / & EYR

SIT T / & IH SIT T / & IR SIT T / & IX

SIT T / & IY SIT T / & OR SIT T / & OW

SIT T / & OY1 SIT T / & R SIT T / & UH

SIT T / & UR SIT T / & UW SIT T / & W

SIT T / & YU SIT T / S & R T - / SIT &

T AA / SIT & T AE / SIT & T AH /SIT &

T AO / SIT & T AR / SIT & T AW 7 SIT &
TAX /SIT & T AXR / SIT & T AYI /SIT &

T E / SIT & T EL / SIT & T EM / SIT &

T EN / SIT & T ER / SIT & T EY / SIT &

T EYR / SIT & T IH / SIT & T IR / SIT &

T IX /SIT & T IY / SIT & T OR /SIT &

TOW /SIT & T OYI / SIT & T R /S SIT &

T R / SIT & T UH / SIT & T UR / SIT &

T UW / SIT & T W / SIT & T YU / SIT &

T4Df! / SIT & T#F / SIT & T#HH / SIT &

T#L 7 SIT & T#M / SIT & T#N " SIT &
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T#R / SIT & P45 ,/ SIT & T#SH 7SIT &

T#SIB /SIT & T#SIC / SIT & T#SID /SIT &

T#SIG /SIT & T#SIJ 7 SIT & T#SIK /SIT &

T#SIP /SIT & T#SIT / SIT & T#TH 7SIT &

T#V/ SIT & T#W /SIT & T#Y /SIT &

T#Z /SIT & T4ZB / SIT &

TH -T TAA TH AE THAH T19A 0 TH AR

TB4 AW TH AX TH AXR TH NYi TB EH TB EL

TB EM TB EN TB ER TB EY TB EYR TB 111

PH IR TB IX TB IY TH OR TH OW TH OYl

TH R THt li TH UR TH UW TB W TH YU

T144DH TH#F TH4r'HH TIML TH#M TB 4N

PH#4R TH#S TH#SH TH#SIB TH#SIC TH#SID

TII#SIG P114513 TH#SIK TBHtSIP TH#SIT TH#TH

TH#tV TH#W TH#1Y TH#Z TH-#ZH TQ EL

TQ EM TQ EN 1311DH UH DX UH EL UH F

UH H UH L UB M UB N UH NX UH R

UH S 131 SB 131 SIB 131 sic UH1 SID UB SIfG1

UH1 Sf3 131H SIR UN SIP 131 SIT UH TB U V

UH W UB Y H z UH ZH UR DH U-RDX

UR EL UR F UR HH R L UR M UR N

UR NX UR R UP S UP, S1 UR SIB UR SIC

UR SID UP SIG UR SI3 UP SIK UR SIP UR SIT

UR TH UR V IJPW UR y UR Z UR ZH

W - UW AA UW AE M1 AB U4AO UWiAR

UW AW UW AX LINAXR uW AYI Mi DH MqWDX

uW EH- uWEL MU1ER UW EY UW EYR 1W?

UW HH UW IB UWIR uW Ix UW IY IJL

UW M uWN vW NX UW OR LTW7OW uW oyl

13W P 13W S 13W SB 13W SIB 13 SIC M3; SID

UW SIG uW SIJ 1W STX MiSIP UW SIT UW TH

UW UH UW UR UW uW UW V UWW UWYT

UW YU UW Z uW ZH v- V AA V AE

"VAB V AO VAR V AW V AX V AXR

"VAY1 VEH V EL v EM V EN V ER

V EY V EYR VIBH V IR V Ix VIy

V OR VOW VOyl v UH VU R I VW

V YU V#D14 v4F V4H VOL V4M

V#MN V#R V#S V4SB V*SIB V4SI1C

V#SID V#SIG V#SIJ V#SIK VOSIP V#SIT

V#TH v#v V#W v4Y V#Z vozli

"WAA WAE W AN W AO WAR W AW

W AX W AXR WAY1 W EH WIT, W FM

" EN W ER W EY W BYR W 1H IN 11

W IX WIy W OR W ow W OYl Tl

W UP WuW Y AA y AE Y AH YA0

Y AR Y AW Y AX Y AXR Y AYI vY Eli

Y VL Y EM y EN yFR yYy EYR

,94
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Y TH Y IR Y Ix Y IY Y OR YI ow
y 0Y1 YUH Y UR YUTW YTJDH YTUEL
YU F YU HH YU L YU M YU N Y,,7N X
YtI S YU SH YUJ SIB YtJ SIC YU SID YUJ SIG
YU SIJ YU SIK YU SIP YLU SIT YUJ TM ' V
YLU Z 'LU ZR Z - _7 AA Z AE 7, AF
Z AO Z AR Z All Z AX Z AXP Z AYI
Z EH Z EL z EM Z EN Z ER Z EY

EYR Z IM 7 IR Z IXZ Y Z OR
Z OW Z OYT Z UH Z IJR z UW Z YU
Z#DH Z4F Z4HH Z41, 7AM 74N
Z4R Z#S Z#SH Z#SIB 7#SIC Z4SID
ZI#SIG Z#tSIj Z4#SIK Z#SIP Z4SIT Z#TM
Z*V Z#W ZYZ#Z Z#ZH ZR -

ZH AA ZH AE ZH AH ZH AO ZH AR ZH AW
ZH AX ZH AXR ZH AY1 ZiEH Z14EL ZH EM
ZR EN ZH ER ZH EY ZR EYR ZH TM ZH IR
ZH- ix ZH TY ZH OR ZR OW ZR1OY] ZH UH
ZH DR ZR UW ZR YU ZH#DH Z ZH4HIM
ZRi#L ZH#M ZH#N ZH#R ZH:I ZH4SH
ZH#SIB3 ZH#SIC ZH#SID ZR#SIG ZM#Sll- ZHOSIK
ZH#SIP ZH#SIT ZH#TH ZH#V ZHitW ZMiY
ZR#1?Z ZH#ZH
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APPENDIX C

AN ADAPTIVE-TRANSFORM BASEBAND CODER

(proceedings of the 97th Meeting of the Acoustics

Society of America, PP- 377-380, 
June 1979
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Presented at the ASA Meeting, Cambridge, Ma., June 14, 1979 . 1 O

A AAPZVl- A:JSC P 3AZEBAND 4DE

e nu, n n J"n maknoul Bols BeraneK Ina Newman :nc., amaorizge, MA :2'78

-n a haseoana :zder, the caseoana may oe :odea in a 'umoer if :ifferent 4ays.
:.ns paper, we leacribe 2cing of :e zaseoand .2C residuai ;sing apte transform
:ccang \A.:. At the receiver, :zh-frequency regeneratcn is acc mplzonea zy our
recenrly aeveloped methnod f spectra! auplicat~in. :are :.s taKen -o ensure -nat she
iarmonc szructure 13 not 4nterruptec 33 a result of -ne spectra. luplicatiln prccess.
The results are compared to "ime-domain toaing if -ne aseoand restdual.

:.ntrodunt -or

zaseband zoders. or nrat are r.cr alo as "V ::e--xcitet coer - were cr:_na _v
;roposed as a compromise between pitzh-exciteo 'c:ers .s'cn as '2C , cnannel Inc c'caccrn;c:
vccoders) and waveform coders. Today, naseoan iocers cffer actract:ve al:erna:t'es as 3ata rates
,n -ne range 6.4-9.5 b/s. Th~s range if jate rates !as zeccme incra~sJn4.' mpcrsant :ecause

modems are now ivailaOle that operate reliaoly in that arnge over reguLar telepncne 1.nes.

Below, we sra.l ssu=e thnat, at he
receiver, she synthesizer :evs -:eFLAT SPEC7RUM E;C:TATION ISPECTRAL SYNTHET:: g eneral synthesis zodel snown in Fg.'

EXCTATrON SHAP 'NG :n cne figure, the synrnett: ,r
GENERATOR SG.AL F1L7ER SPEECH reconstructed speech signal

jk:j eneratea as the result cf a p ying a
ime-varying excitatLcn signat J"'. as

Fig. 1 3asic synthesis model for baseband coder. input : a -ie-varyvng pectral a naping
fi:ter. The spectral envelope of the ex-

2tat.on is assumed to be fsla, so that the spectral. envelope of :ne synthet c speect isSetercIned completely by the spectral snaping filter. The parameters if tne =odei, i.e., she
excitatlon and tne filter, must be computed and transmitted ;eriodicaliy by tne transmitter.
Those parameters that represent the speech spectrum, denotea as spectral parameters, are :omputeo.
quantizea and transmitted every 15-30 %a. :n a bascoand oaer, a ::w-frequency portion if the
excitattIn, 'Known as a baeaband, is transmalted and useo at she receiver to regenerate tne
high-frequency portlcn of :no excitation. The sum of the transmitted oaseoan and te regenerated
nign-frequency tand constitute the exocitatlon ukt o the syntnesizer.

:n a basenand coder, synthetic speecn quality is determined oy four factcrs: a) wiltn of sne
baseoand, b) coding if the oaseband, c) estimation an toding of spectral "arameters, ano :; she
high-frequency regeneration (HFR) method employed. in this paper we snal :ancentrate =ainiy :n
the second and fourth factors.

Ae1idua i- d Baseband Cnde,

Figure 2 snows the tr sin cter portion of a tigital baseoand zccer, Oase in a 1inear
prediction -L.?C) representat ion. The speech signal sk%). sampled at ZW Hz, is filtered itn -te
'PC inverse filter A(z) so produce the residual waveform ett;. The subsequent locing :f e t. _'y
ce quit:e simple, using adaptive quantization zAPr), or may te more complicated. emp.cy:ng
adaptive predictive coding (APC), or sub-band Soing fBC) techniques. :n this paper, we propose
the 4;e of Adaptive Transform Coding (ATC :ecnn4ques t9,'0,'" to :coe the baseoand residual.

-A(z)--, COSINE 7 RANSFORM CODING

877

R CHANNEL

:1. :ansmitter or adapc~lve-transiorm oaseband coder.

-ae s shown in Fig. Z, - e *Iscrets cosine ransfrm (DCT if the resilual e . is ,Otaned 3:ni
ioe 'sing ITC -eo."nIQueM 'he necessary o.pa~s -or tanda33 Cperation needed 'a e:tain -:ie

'ow frequency -porti*on if 'no resalual is not shown explicitly .ln she figure, since is :an -e icne
lllrectiy in ..e zosiae transfcrm ioma-l. 3r-y the tassoand o n f:e nsr oe n

87



.ansaitted. The metcnd if coding is explained in the next t qton. At the receiver set Fii.
the tasis ire to regenerate the hign-requency oort:c. : tne ,C- ;f tre cx tat. sgra.

perform a6 inverse cosine trans formation, and yntnesice :he )utout Zpeecn, sln :ne Moce- :f

M DECODING VGHRREQUECY NVERSE
- OF H- U

FROM L SAND REGENERATION 3:SILE

3ASEBAND ANSF0RM

E PARAMETERS

Fig. 3 Receiver ocr adapcive-cransform baseand :oder.

.Zarn5form oding )f "he 
0
aeband

Adaptive transform coding has been recently shown -o oe in eff'zient ze:ncc f:r !141:a-
transmission of the speecn signal [9, 1O,11. However. t.e ivailaDoe AC methods :ea- 4ttn *ne
transfOrM Of tie speech signal itself rather than that of tne a Lcua. here are evers. reasons
to prefer using ATC :o code the residual rather than the speech signal. ne important reason i.
that the synthess filter 1/A(z) (see F1.. 3) smooths the Possb-e rame-bocundary :isc:ntnuittea
caused by juantizattcn. Thus no overlap between frames is necessary. .e have ,erf:ec :!ne acove
statement experimentally for :he case of the baseoand :ccero :. the :t:,e. we nc~e t. reac
Similar COncIUs3on for the full-band case. Dther advantages in ;s3ng AT to :cde tne tasezan
residual are mentioned later in this section.

ATC of speech. Here, we briefly review ATC of speech and zLve it 3 iew 1nter;re:atLrn. dnl:n

we 'se to introduce the changes that are necessary for using A-- to code the rest.ua .

:n juant±i:ng schemes, an Often used performance zrtter:cn .s :o taxcotne tne
si-nal-to-quanticaticn-noise {I ) ratio, for a flxeo numcer _f tits. :t :an :e cwn, -nat ne
$/Q ratio is maximized by juantlztng each of the transform 'DC-; zcefft cent s '.-.e -

A=ifaZ~A = -, and where the availaole bits are ':r:erv aZc3te: o cng 7ne
coet'ictents. The allocation of bits (or quantizer levels) zepencs :n the model :f tne DZC
spectrum that is employed. :t can be shown that, when the niumoer c' -eveis sec 13 set tc :e
proportionai to t:he magnitude of the spectral model, the gain in , affcrtec zy A:: over APM "'

speech. 4s equal to the ratio of the arithmetic mean to the gecmetric mean of the mcdCe. rcr
speech, a good model to use consists of a smooth spectral (LPC; envelote inc a narson~i stri;ct-re
to model ptcn -01.

An alternate way of iiewing the quanti:ation process ii A7: -s to assume tna w'e f:rs:
"normalize" the CCT zcefti.ents by dividing them by the corresponcing magnitude If tne spectra-
model. Then, to achieve the same S/Q as before, we must use 'he same *evels number 3f zits as
in the non-normalzed case, but we must vrv trIe ;uantization step-size for each ooefftcient to :e
i proportional to the spectral model amplitudes at tnac frequency. 7hi5 alternate view zf
ATC paves the -way for 4sing ATC in coding the residual.

1" ' tr" -. u, . ,The XCT Of tie residual can be considered to be equivalent tc !ne
"normalIeo" SCT of speech. The reason is that inverse filtering L. tne time ;Zman is
approximately equivalent in the *ransform domain to dividing the DCT coefficients :f the speech Zy
the nitude of the .C spectral envelope. Therefore, ty u ng the same numoer of btts allocated
at each frequency as In :he usual ATC case, aod varying :he step-si:e for eacn DCT coeffiient in
proportlon to te zagnitude spectrum if the LPC s filter, one maintains the same 3,; ratic
as in ATC of he speech.

:n recent experiments 121 with the baseban coder, we ised APCM to code the baseoand
residual. :n these experiments, we were able to determine that some of the roughness tn -ne
reconstructed speech signal was due to quantization noise. We feel that in our proposed baseoand
coder, ATC of :he Uaseband will provide a suffitcent increase in _,Q over APM to nel: eliminate
the roughness caused by 4uanti:ation noise. We shall also Incorporate spectral noise snapng :nto
the design of the system, as has been done on the full-oand speech

We octe here that the proposed scheme is a frequency-domain :coder, and thus. it lends ttself
nicely to the ;itch.adaptive JFR method to be discussed in the next section. A furLtner scvartage
of the proposed scheme is that it is applicable to the full-hand resdual, or any crtion thereor.
Thus, It !ends Itself 4uite easily to situations where A multirite system s iestrec. for t:e

full-oand case, the transmission rate is 1b Kb13. For _wer rates, cnny a casecanc s
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:ransmizted. The 4io:n of :he oaseoand .z ;eteroine :,/ -. e 7rante.. oaci.ic. a i :uz -At'es
are Icnieved oy increasing )r -ecreasing -he number of tansmi:-ec .C: :eff'clen-s. .e., * ler
or narrower :asecanC3. 4e plan to test our icneme in a muitirae env:rnmenz.

:t is wel!-known that if the tasecand .as eitner the voice fnamental ,r at least :wo
adjacent narmonlcs. a wavefzrm containing all the narmcnis if voiced input 3;eecn 2an De
generated oy feeding -he taseband signal to an nstantaneous, zero-memory, nonlinear :evize. A
.raditional apprcacn ised in :he Past to provide the requijite nonlinear:ty -as Deen some f:rm f
waveform rectification. We nave presenteo elsewnere :: a new HFR method :aseq n ,upiati-_n of
the DasetanO spectrm. :n particular, we presented sime-domaL. systems -nat 'erfrm spectrai
luplication 4n eacn of two ways: a) Spectral folding, Ind Dt} spectra- rsnslazicn. ZIz.

i.llustrates tne effects of the two methods. :n the figure. W ,enotes -he total input Dancwicth
ana B denotes tne widtn of the baseoand, with =LB. wnere L. s an integer.

Our experience w:th the 3oove mentioned
integer-band spectral duplication Zetzods 's -nat
they do not seem to cause any :ert.eIle

2., rougrnness, Is 3 'he Zase wi:n Wave'cfrm
rectification methods. However, soce l'w-level

-o 3 Iackground tones are audbihe ,.th the new iFP
methods. A possib)e reason for :ne existence of
these bacxground tones is thne fact tat the

S harmonic s3tructure is interrupted at multiples of
the Daseband width B hz. Therefore. we

hypothesized that the tores zou!J be e_=:nratec oy
a.dusting the widtn B if tne Iaseband to IC a
mul'ple of the pitch funcamental frequency .n a

-W -23 -8 0 B 28 W=3B short-term 3asis. Such a scneme would require in
enormous amount of Icmputaticn if it were tO De
implemented in the time domain. Ueow, 4e sralL
explain a frequency-aomain pitcn-acaptlve spec:trl
translation metnoo.

The idea here is based zn the fact :nat. in

-W -7 -B 0 3 25 B the adaptlve-trnsflrm taseoand :ccer. :ne
oasebano HT :cmponents :an ze easily zuDlicatec
at higner frequencies, to cotain tne fll-oanc
excitation signal. :n order not to interrupt :he) !aseband sect- harmonic structure of the excitation signal, an

'Z ~band snectrai oaim estimate of the pitch must Doe use. :n zase -ne
c: -band s;ectr.L translation. spectral model at the transmitter maxes ;3e of

pitch, the value if piton is transml:tec and 1s
readily available at the ceceiver. Otherwise, the receiver :an eastly extract a Ditch : loe frcm
:ne received taseoand, e.g., by letecting the Location of the peak of the autocorrelaton :f tne
caseoand. With pitch known, the receiver extracts a suOlnterval of the "aseoand :cn-s tong 1 an
integer numoer of harmonics. The chosen subinterval is dupl:cated translated at 'igner
frequencies. as many times as necessary, to fti-l the missing frequency :ccMconents.

For voiced sounds. we found that good perceptual results are obtained when tno sutinterval
extends from the spectral valley just before the first harmonic to the valley 'ust after te last
complete qarmonic present in the basecand. The tpper frequency edge of the sutinterva - : 4z,
and s p-Itch-dependent. For unvoiced sounds, the subinterval consists of the wnole Dasebanc. less
its two end points: the d-.Z. cmponent and the component at 3 h. Following the FFR process, an
inverse DCT yields the fUll-band time-doaln excitation signal to be appiled to the syntness
filter I/A<z). 4e note here that the effective !aseband width is 03. The receivec frequency
components between C and 3 are discarded, and those oetween : and W are regenerated.

One possible extension of the above described .R methoo is to Let the transmitter locate end
extract the subinterval of the baseband. Tn such a case the transmit:eo bamebanc would Do
pitoft-4daptle and of width C Rz.

A second, and perceptually more important extension of the method. ;rcvides for a cetter
placement of the frequency-translated Intervals. :n the above descrlbed methcn of HFR. we issumec
that the spectrum of voiced sounds 1s periodic in frequency. However, we a.ow that speecn szectra
are not exactly harmonic in structure. To take into account the irregularities of :ne speecm
spectrum, we shift the high-frequency Interval around its nominal ;osltion, in such a manner as .o
match. as Dest as possible, the corresponding original OCT components of the full-band residual.
This task is lone at the transmitter wnere the DOCT of the full-oana is availatie. First. tne
chosen subinterval !a translated to its nominal n.gn-freauency positicn. Then, t
:ross-correlated with the :orrespondIng CT components of the full-band res3Iual. The ctma.
Iccatlon is then chosen to De at the pcsitive max-,mum "ae cC the :ro3ss-:orrelatiin. 4hen snort
:orrelatton Lags are considered. i.e., oetween 0 and 2, the acti:tcnal :ost is only I:s r
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each frequency-translatec interval. The transmitted information in:olates :o the receiver winere
to Place the oasetanc sucincearal in the 'ian frequency :gcn, reat-Ve to ;to n=.nal ;ostion.

"e nave I.mpiemented a oreliminary 'ersion of toe ;rcpcsea adapt ve-transfzrz oaseband :oder
and simulate&d its operation at a transmission rate of ?.o K01S. For inputs at a sampling rate Of
o.o k.iz, we nave =osen the frame size to be 19.2 ms. i.e.. I:3 samples. At eacn frame, 3
12

8
-point DCT of the residual is obtained. and only the first -11 :oefroi.ents 3=I. Kizj are

retained. :n our experiments thus far, we transmltted the oaseoanC residual os:ng APM4.
?arameters if toe spectral model used during analysis LPC and gain parameters> are transmitted
separately at toe rate of 2.2 ko/s, leaving about 7.3 ,b/s for tno oaseoand residual.

:n a first experiment, we implemented integer-band spectral translation in the OCT domain.
We found the frequency-domain results to be perceptually similar to the time-.dcmain results, witn
low-level tones and no roughness in the background. in a second experiment, we implemented the
proposed piton-aaapt've HFR method ano found that it Largely eliminates toe low-Level tones. out
it incroduces a certain amount of roughness reminlscent if rectifIcat'on. Finally, rn *n;r:
experiment, we performed the pitch-adaptive HFR method with the added Zross-correlation feature
for better spectral duplizcation. Upon Informal Listening, we found tnat this system ;rov:les a
marked improvement in speech quality over the traditlonal waveform rectifization approacn and over
the non-pitch-adaptive time-comain spectral duplication methods. ie axpect the juality :f toe
synthetiz speeoh to improve further when we change the coding if the tasecanc fr!m APCM :o ATC.

:n this paper we described sn adaotive-transform basebano :oder. The salient features of
tnis coder are: ,a; Transmitting the OCT of the basetand residual, anc %t) regenerating tte
missing nin frequency tcmponents In a pitch-adaptlve manner. Since the :ransmi-ted ntf:rmaticn
is in the frequency domain. the method lends itself very easily to :he pittn-adaptlve spectral
translation method of high-frequency regeneration. Also, the method we ,escrite for transform
:oding the residual is applicable to the full-band residual, or any fractlcn thereof. Therefore.
this coder 4s an attractive possibility as a multi-race system.

This wor' was sponscred by toe Advanced Researcn ?roects Agency and =conitred cy !AzC. Z:- ;naer
contract number F19628-TS-C-0136.
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A Fast Cosine Transform in One and Two
Dimensions

JOHN MAKHOUL. SENIOR MEMBER, IEEE

Abstrnct-The discrete cosine transform (DCT) of an N-point real by the view taken that the DCT can be regarded essentially as
signal is derived by taking the discrete Fourier transform (DFT) of a the DFT of an even extension of the signal. The generalization

2N-point even extension of the signal. It is shown that the same result
may be obtained using only an N-point DFT of a reordered version of to the m-D case should then be straightforward, with a re-

the original signal, with a resulting saving of 1/2. If the fast Fourier suiting saving of 1 / 2 m over the traditional method that em-

transform (FFT) is used to compute the DFT, the result is a fast ploys the DFT. In [7] the authors mention that the inverse
cosine transform (FCT) that can be computed using on the order of DCT can be obtained using a number of computations equal

N log2 N real multiplications. The method is then extended to two di- to that of the forward DCT. Here, we show how this can be
mensions. with a saving of 1/4 over the traditional method that uses the done. Procedures for the forward and inverse fast cosne trans-
DFT.

forms are presented for easy implementation on the computer.
Finally, an appendix is included that presents a method and

1. INTRODUCTION associated flowgraphs for efficient computation of the DFT of
T HE discrete cosine transform (DCT) has had a number of a real sequence and the IDFT of a Hermitian symmetric se-

applications in image processing (see (I I) and, more re- quence. The flowgraphs are believed to be novel.
cently, in speech processing 121, [3]. Compared to other
orthogon! transforms, its performance seems to compare Il. DISCRETE COSINE TRANSFORM

most favorably with the optimal Karhunen-Lo~ve transform To motivate the derivation of the DCT presented below, we
of a large number of signal classes [21. (41. It has been shown shall first review some basic discrete-time Fourier theory.
that the DCT of an N-point signal can be computed using a Let x(n) be a discrete-tune signal and X(w) its Fourier trans-
2N-point discrete Fourier transform (DFT) 141. Chen el at. form. In one definition the cosine transform of x(n) ts the
111 used matrix factorization to derive a special algorithm to real part of X(w). The real part of X(w) is also equal to the

compute the DCT of a signal with N a power 2, resulting in a Fourier transform of the even part ofx(n), defined by xe(n) =

saving of 1/2 over the previous method when the :atter uses [x(n)+x(-n)J/2 (see [8), for example). Therefore, the
the fast Fourier transform (FFT).' More recently, Natasimha cosine transform of x(n) is equal to the Fourier transform of
and Peterson 171 developed a method that employs an N- xe(n). Now, if x(n) is catasal, i.e., x(n) = 0 for n < 0. then
point DFT of a reordered version of the signal (where N is xe(n) and, therefore, the cosine transform uniquely specifies

assumed to be even), resulting in a similar saving of 1/2. When x(n). In that case, x,(n) can be thought of as an even exten-

,N is a power of 2, use of the FFT results in a saving compara- sion of x(n). Therefore, the cosine transform of a causal x(n)
ble to that of Chen et aL [I). However, in the algorithm of can be obtained as the Fourier transform of an even extension
Narasimha and Peterson, one can use existing software to corn- of x(n). This viewpoint forms the basis of the derivation of
pute the FFT instead of inplementing a special algoithm for the DCT below.
the OCT. As an example, Fig. Ita) shows a causal signal x(n), and Fig.

The algorithm presented here for the I-D case is essentially 1(b) shows an even extension of x n),y' (n) = x(n) + x(-n).
identical to that of Narasimha and Peterson [71.1 Our algo- [v(n) is equal to twice the even part ofx(n).] Another pos-
rithm is more general in that N may be odd or even. This sible even exlension of x(n) is shown in Fig. I(c), where
generalization and the extension to the 2-D case are facilitated .v2(ri) = x(n) +x(-n - I). yi(n) is even about the point it = 0

while '|,12(n) is even about it = -0.5. The Fourier transform of

Manuscripi received November 27. 1978, resised April 25. 1979 and v(n) is real, while the Fourier transfornm of 12(n) contains a
August 28, 1979. This work 4as supported b) the Advancd Research linear-phase termi corresponding to the half-sample offset.
Projects Agency and monitored b) RAL_'/LTC underConttact 1 19628- Cosine transfoims based on %I (,t) or t'2 (i) can be defined and
78-C-01 36.

The author is with Bolt Beranek and Nev.man, Inc., Cambridge, MA from which x() can be determined uniquely.
02138. In the example above we assumed that the Fourier tiaisform

'Chen erat. I1I claim a larger saving. llostve, u in the conventional is computed at all frequencies. In practice. one usually com-
method one takes advantage of the fact that the signal is real. then the
saving amounts to only 1/2. pules the discrete Fourier transform (IFT) at a finite numiber

2171 was unknown to the aulhor vhen this paper %%as first sub- of equally spaced frequencies. For thts ca s, the signal can be
nitrted for puhlitaiion. The author thanks R. Crouriere and the re- recovered in its aiased periodic foim from the DI- r 181. In
tiesters for btinging 1 71 to his ailennrn The rars or Ihis parer that
overlap 17) have t-en retained to enhance ihe iutorial apedt ol thst tliriptmg to forlirs even extertsisnS of a sign st ,here the cx-
paper. tended signals are ,,1instined to le pfriodic, one has .ddi-

0'16-35 18j8,0200-t)O27StJ0.75 0 10st) II+F
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Fig. 1. (a) Causal signal x(n). (b) An even extension of x(l).yt(n), i
about n= 0. () Another even extension of x(n), yz(n). about
n . -O.S O N-1 m .

(d)

tional choices in defining those extensions. As an example, Fig. 2. Four different periodic even extensions of the nonzero x(n)
samples in Fig. (a). (a) y1(n) is a (2,V - 2)-point even extension.let x(n), 0 n < N - I, be the sequence given by the four (b) and (c) y2 (n) and y.(n) are two different 42N- 1)-powt even

nonzero samples in Fig. I(a) (i.e., N = 4). Fig. 2 shows four extensions. (d) *.4(n) is a 2.V-point even extension. The DCT dis-
different even extensions of x(n). y (n) is a (2N - 2)-point cussed in this paper is denved Irom the 2A'-point even extension

even extension y 2 (n) and y(n) are two different (2N - I)-

point even extensions; and y (n) is a 2N-point even extension.
Each of the four extension definitions could form the basis w

for a DCT definition. The most common form of the DCT is wM - e -2 /4 . (4)

the one derived from the 2N-point even extension y(n) and
is the one discussed in this paper. Substituting (1) in (3), we have:

N-I 2.N - I
A. Forward DC7 Y(k) y x(n) Wk + L x(2N - P - I W'.

We desire the DCT of an N-point real data sequence x(n), Ro .-.v

0 4 n N- 1. The DCT is derived below from the DFT of By changing (te nimiation variable in the right-hand term.
2N-point even extension ofx(n), noting that I2'= I fur integer i, and factoring out K',-k/,Lety(n) be a 2N-point even extension ofx(n) defined by: we have

JX~n,0' w - I ,nk2 ,.-.k,-

(n) x(n), O n N- 1 (i) Y(k = W_ k/2 . ( )[R, "1 2. + it,,, ]J. (5

Nx(2N-n-1) N<n<2N- I. , 01-0

Then The expression in (5) may be written in two ays

y(2N- n - l) =y(n). (2) k/2 al Io n + Il)k
}'(k) = w " t 

"W), %:U --VJ. -
Fig. 3(a) shows an example of a signal x(n), and Fig. 31b) ..o N _

shows the corresponding even extension of x(n) as defined in
(1). Because of the minus I on the left-hand side of (2).y(n) O k k;._',N I 16)

is not even about N and, therefore, will not have a ieal DFT. s or
we shall see below.

The DFT of Y(n) is given by Y(k) = iit 2 Re [WI I ,
.%' - I k •M O_(2 R /.1-

r~)- :y(,,) wn' (3)
.oU-- 2.V- I. (7
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SIR) obtained by takjng ;he 2N-point DFT of the original sequence
x(n) with N zeros appended to it, multiplying the result by
w 2- , then taking twice the real part. The latter method has
been the one in common usage 141.

o I-1 B. fnierse DCT
(a) Again, we shall derive the inverse DCT (IDCT) from the

inverse DFT (IDFT). The IDFT of Y(k) is given by

ytflI 12N-1• y(n)= - 5"F (k) w;*. (11)
k-0

f41 L L L Since y(n) is real, Y(k) is Hermitian symmetric:

0 Ai-t N 2N- a Y(2N- k)= Y*(k). (12)
(b) Furthermore, from (7), it is simple to show that

Y(N) = 0. (13)
1"(0 ,m -1) Using (12) and (13) in (11), one can show that

1 (21 y (n) =jRe - + Y(k) W k,

T k-i
0 (c) 

0<n<2N- 1. (14)

Fig. 3. (a) Original signal x(n). 0 ' n < N - 1. (b) A 2N-point even Substituting (9a) in (14) and using (1), we have the desired
extension of x(n). yin). t(e) Division of ytn) into its even and odd IDCT
parts urn and w(n).
By defining the DCT of x(n) as x(n)= , [c .) , C c (2n+)k],

N-I 7(2n + Ilk .
C(k)=2 A x(n)cos Ok<N- 1, (8) 0gngN-l. (15)

-0 2NEquations (8) and (15) form a DCT pair. Given C(k), x(n) is

we have, from (6) and (8), retrieved by first computing Y(k) using (9a), then taking the
Y(k) = W -'' C(k) (9a) 2N-point complex IDFT implied by (14), which results in

2 y (n) and, hence,x(n).

or
11. FAST COSINe TRANSFORM (FCT)

C k 2 Y(k) (9b) A. Forward FCT

and, from (7) and (9a), We now show that the DCT may be obtained from the N-

,t/ N-I nkpoint DFT of a real sequence instead of a 2N-point DFT,
C(k) 2 Re I " x(n) W2  , (10) resulting in a savingof 1/2.

n.O Divide the sequence Y(n) into two N-point sequences

Equation (9) specifies the relationship between the DCT of a v(n) =y(2n)
sequence and the DFT of the 2N-point extension of that w(n)= y (2n + Ogn<N- 1 (16)
sequence. Note that C(k) is real and Y(k) is complex. Y(k)
would have been equal to C(k) had the sequence Jy(n) been where v(n) and w(n) are the sets of even and odd points in
delayed by half a sample, in which case y(n) would have been .t'(n), respectively. Fig. 3(c) shows how this division takes
truly even. place in the given example. Note that each of v(n) and w(n)

Therefore, the DCT of x(n) may be computed by taking the contain all the original samples of x(n), and that wOn) is
2N-point DFT ofy(n), as in (3), and multiplying the result by simply the reverse sequence of v(n). In fact, from (2) and
Wk/ 2 , as in (9b). From (10) we see that the DCI rtna also be (16), one can show that

w(n)=(N-n- 1), 0<n<N- 1. (17)
'The ICT definition here is slightly diflerent from other definitions

(41. mainly in the relative amplitude of C(01 to that of other ierms; Substituting (16) in (3), we have
also. %e do not use an orthonormalizing factor. The rangc on k is the
same here as in the litcrature; however, in this paper we shall also make N-I 2nk N-1 On Ok
use of C(I), which, from (8), is equal to zero always since the cosine Y(k) F Ol) 1t2 N + F w'(n) W2  '.N  (18)
tim is zero fork - N.-O
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S 7i2nt k H A, rear- term in brackets. Denote the imaginary part by ri(k) and theS u b s t it u t in g ( 1 7 ) in ( 1 8 ) , n o tin g t h a t ' K N" e r w o e c m peu b e y C k h r
ranging terms. and using (9), one crin show that whole complex number by 4(k). where

SC,(k) = C(k) +jCi(k) = 2W;N V(k); (23)
C(k) = 2 Re wl.' ' u-n) n, O <N-k. then

19 V(k) = ' wY C(k). (24)

We first need to determine C1(k). Using the fact that V(k)

The difference between (19a) and (10) is the use of WN in. is Hermitian symmetric
stead of W2 v in the summation, and'v(n) instead of x(n). FIN-k)= V*(k). (25)
The result is that one can now compute the DCT from an
N-point DFT instead of a 2N-point DFT. Equation (19a) may one can show, using (23), that
be rewritten as eCN - k) = -jC'(k)= -jIC(k) +jC(k)!. (26)

N-1 ir(4n + l)k
C(k)=2 1 uin) cos 2N Ok 4N- 1, From (23) and (26), we conclude that

01. 2 C,(k) = -c(N - k)
(19b) and

which gives an alternate defintion of the DCT in terms of the Co(k) = C(k) - jC(N - k) = 2 WNk V(k). (27)
reordered sequence v(n) [compare (19b) with (8)].

The sequence v(n)can be written directly in terms of x(n): (Note that one can take advantage of (27) in (23) for com-
rN - 11 puting C(k) since one can compute C(k) and C(N - k) stmul-

(2n), 0 ! i < L2Itaneously.) From (27), we have
(20 (2n)1 .-v(n) = N(20) V(k)1. 2 .-[C(k) -jC(N - k), 0 < k - N - 1. (28)

Lx(2N - 2 n - I), [ n N- i V(k) is computed from (28) for 0< k <N,2, then use (25)
for k>N/2. In computing V(O), one needs the value of

where lal denotes "integer part of a." Therefore, v(n) is ob- C(N), which, from (9b) and (13), is seen easily to be equal
tained by taking the even points in x(n) in order, followed by to zero
the odd points in their reverse order. Note that (20) applies C(N) = 0. (29)
for any value of N. odd or even.

The specification of the FCT is now complete; the compu. After computing V(k), v(n) is obtained as the IDFT
tational procedure is given in Scction III-B. We simply note
here that since O(n) is real. it,; N-point DFT can be computed (n) k! - Y(k) W. Nk. (30)
from the (N/2)-point DFT o a complex sequence (see the N k-o
Appendix). It would seem that (30) again requires an ,V-point complex
B. Inverse F'CT IDFT. However, in the Appendix we show how the IDFT

The idea here is to compute in) from the DCT first.then use of a Hermitian symmetric sequence can be computed using
(20) to obtain x(n). Substituting v(n) =(2n) in (14), we an (,V!2)-point complex IDFT, the same as in the forward
have FCT.

We are now ready to specify the complete procedure for

u(n) Re -- _ ,Y.k)W, 0 g n •N- 1. computing the FCT and the inverse FCT.
N A FCTProcedure: Given a real sequence x(n), 0 < it < N - I.

I ) Form the sequence L,(n) from (20).

12) Compute V(k), 0 < k <,N - I. the DFT of u(n).

Equation (21) indicates that on) can be computed using an 3) Multiply V(k) by 2 exp(-inki2NV). From (27), %e see

.N-poiit complex IDFT instead of the 2N-point complex IDFT that the real part will be C(k) and the negative of the inraI-
implied by (14). liowever. the tiumber of computations is nary part will be C(N - k). Therefore. the value of k is varied

still about twice that used in the forward FCT. We nowv show in the range 0 < k < [V/21.
that the inverse FCT :an, in fact. be compured vith the same IFCT Provedure Given the D_'T C(k), 0 < k (V - 1. atd

number of computations as the forward FCT. The method is C(N) = 0.
to compute 1'1k) fron C(AI. then kompute the IDFT of V(k) I ) Compute V(k) from (28).
to obtain c~i). 2) Compute the IDFT of 11(k), v(n).

Eqtialnotn ( Il 'jii be ictwiten as 3) Reutme e rf n P(t) using (20).

Ck) = Re I 21_s'4 % I'(k) I  (22) C C,rpuratii,,jICnt.dhratons

%here ;'(k) is the DFT of vt(n). To coiiputc ;'(k) from C(k) Since most ies.a;,iers have some fotrn of the l)FT aj~aiable

in I22) we eied also a krmrwlcdge ,t the iagmnai, Irirt ot the on their computers, the FCT and IFT procedures grvetl In

q C
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the previous section can be implemented easily. Furthermore,
the procedure is quite general and may be used for any value 12 11 10 10 11 12

of N. We have also seen that the N-point DFT of v(n) and the I
N-point IDFT of V(k) can be computed from the (N/2)-point 9 1 7 7

DFT and (N/2)-point IDFT, respectively, of some complex 4 4

sequence. For a highly composite value of N, one can, of o a 0 a
course, use the FFT to great advantage. Maximum savings! 2 1 2 2

accrue when N is a power of 2. In the latter case, if one makes ,1
use of the fact that the sequence is real, the total number of - - - --
computations for the FCT or the IFCT is on the order of N,-1 0 a 0 a 0

Nlog2 N, the same as in [I]. The major difference here is 6 s 4 5 6 S
that we do not require a specialized algorithm. a L 0 a

In computing C(k) from (27) one first takes the N-point 9 a 7 7 8 9
0 0 0 a 0DFT of u(n), and therefore one needs a table of sines or

cosines where the unit circle is divided intoN equal segments. 12 11 10 10 11 12

However, multiplying afterwards by 14'N requires a table P, -1 ,-1 ,
where the unit circle is divided into 4N segments. Since k is Fig. 4. An example of a 2-D (N1 x N 2 )-point sequence and its 2N, x

in the range 0 < k <N - 1, the N values of sines and cosines 2N2)-point even extension. Here. N, =3 and N 2 = 4. The sampleare all in the first quadrant. This point is made to emphasize values are given numerically in the figure. The four sequences definedin (39) in the text are indicated in the figure as follov4s. idled circles.
the fact that the DCT of a sequence of length N requires an v(nl.n 2); triangles, w1 (n 1 .n 2 ); squares. w2tn1 .n2); Open cuicles,
exponential table four times as large as that required for an w3tn1,n2 ).
N-point DFT.

IV. Two-DIMENSIONAL FAST COSINE TRANSFORM where

In this section we present results analogous to the I-D case .I - ,-1 7T(2n, + l)k,
given in Sections 11 and III. We show how the DCT of a 2-D C(k,,k 2 )=4 Y F x(n,.n2)cos
real sequence {x(n1,n2),0<n1 <N1 - l,0<n2. N2 - 11 n,-o n:-o 2N,

can be computed using an (NI X N2 )-point real DFT instead 7r(2n2 + l)k 2
of the (2N X 2,V2)-point real DFT required in the traditional cos 2
method, resulting in a saving of 1/4. Since the methods used
here are similar to the I-D ;ase, no detailed derivations will be 0 < k <N - I 0 < k2 <N. - 1 (34)
given. is the 2-D DCT of the sequence x(n1 , n2 ). The computation

A. T-o-Dimienisio~nal DCT and DC~T of C(k 1, k2 ) from either (32) and (33) or from (34) requires
one to take the DFT of a (2N, X 2N2 )-point real sequence.

In a manner analogous to the I-D case in (I), define a From (32)-(34), one can show that Y(ki. k.) has the fol-
(2N, X 2N2 )-point even extension of x(n,.n2) in the n, lowingproperties:
and n2 directions:

x(ni nI); 0<nt <N, - 1, O<n2 <N 2 - I

(2N, -n, - ln 2 ); N, <n, <2N, - 1, On 2 <N 2 - 1

", (n,,2N2 -n - I); O<nt <N1 - I, N 2 <n 2 <2N2 - 1

y(2N, -it - 1,2N 2 -n - 1); N <n( <2N, - I, N, <n2 <2,V2 - I.

Fig. 4 shows an example where N, = 3 and N2 = 4; the num-
bers in the figure are the sample values. Note that the number Y(2N - k,, 2N, - k2 ) = Y*(k,, k2
of samples in 'y(n,,n) is 4NN 2 , i.e.. four times that in Y2.N, - k. 0) = Y*(k,, 0)
x(n. 11 ).4 The 2-D DFT ofy(n, n2 ) is defined by (35)

2N, -1 2N,-. Y(O, 2N2 - k, )= Y*(O k.)
jNn,-I Y(, k =)(k-N2 0

5"_~j) Y (".,W ,: ' W i:. (3_2)
n'-0 n'.0

From (31) and (32), one can show that The first three equations constitute tite let mittan > niluctric

= 'lW -k 12- ". !properties in 2-D. and they are derivable ftoi 32) for real
Y(k,, k 2) " -- , -(k,, (33) yin, n2 ). The last equation in (35) is irialoous to (13) in

I-D, and is a consequtence of the particular tpe ofes cri s m-
4
In the tn D case, the number of %amples in the extended sequence metry ofy(ni, n 2 ). Substituting (35) in the equation for the

yin i . , nt, is 2"' tunes the numbet of s.imples in xtn i.-. nn). 2-D I DFT
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N N -i k'0 N'. 2,IN
4N,2 &o ko 2N~ N~ wa(ni;n2)=V(n1 N2)V -~ 1) (40)

one~nsowtatthe2-DIDT oC~k, k) s gvenby(36) W3 (ni, n2))= (N1 -n, - l.A2 n2 -1.

onec n s o w t at he - D I D ~ of ~ k, k,)i giv n b yL et V (k i,k ,)b e the 2-D (,NV X N j )point D F T o fv(n j.n 2 ):
N, -I N,- I

NN2  ,&-o V(kl,k2)= v (n,n 2 )W WZk (41

Co r(2n, + 1)kj , iT(2n 2 + I)k 2  (37 n'.0

2N, 2N2  37 Then, by substituting (40) and (39) in (32). and using (33).
where one can show that

Q(0,0)/4, k, 0, kc2 =0 C(k, k2 ) z ' Re W~ k V(ki, k 2 )

O'ki, k2) = QCkz)/2, ki 0, k '0 (38) or eqivletl , V V(k,,N 2 - k2)j Ta

C(O;,.k 2 ), ki =0. k2 *0

x~nn~)mayusig (i~jC(k,, k, = 2Re IW Ni W4 , Vk,k 2 ) (2,x~In2 mybe computed uiga 2-D Q ,X 2N 2 Ypoint
IDFT. _

B. Two-Ditnensional PCI' and IFCT From (42), it is simple to show that
The corresponding fast algorithms in the 2-D case are ob-

tained in a manner analogous to the 1-D case. We divide N,-1 1v:-i rf(4n, + I)k,I ~y(n 1, n2) into four (NI X NA-point sequences, starting with C(k I. k2) =4Y F ~i. 2 )o
the four points at (0. 0), (1. 0), (0, 1), and (1, 1), respectively, '. n,-02N

and taking every second point after that.5 The four sequences 
7(4n2 +I)2

are then given by COS . (43)
2,

u(ni, n) y(Zn, 2n 2 )
w, -i 2)=(" + 1, 2n 2) It .is clear frorn (42) and (4 1) that C(k,. k, ) can be computed

w1(n , n ) -'(.flj(39) using an (N I X . )point OFT instead Of a (2N j X Z2 ', -

w 2 (ni, n2 ) =(2n,, 2n 2 + 1) point DFT, resulting in a saving of 114.

+ 1, +n 1) The only remaining step is how to obtain v(n 1, n2 ) directl%
w3 (nn, ~v2n1 from x(ni, n2) instead of using (39). One can show that

v(n,. n2) x (2NI - Zn,. - 1,.f2 2+ )1 [V, <N 0 < i- <~n I[.V22 11 (44)

x2I- 2.n, - 1. 2N2 2n2  < ) .Lh, N, - . r. 2  <J~~ NZ

The 2-D IFCT of C(k,, k.,) IS Obtained by First computingwhere 0 < it, ;,V - I and 0 < n. <N. - 1, In the example (k I. kj I frornt C(A, . kA, ). InI a manner analo~ous to the I -Din Fig. 4 note how each of the sequences in (39) contains .i)) cise, we define 4 comiplex quantt ( Ck,. k2 ) by not takingof the samples in .r(n.n 2). but in a reordered fashion. From the real part in (42a), and ihen -;ht %w that( 3 9 ) a n d ( 3 1 ) . o n e c a n s h o w th a t C ( , ' ~ - , k C . l A t ,( 5
'In the rn D case, v in1, - .nn,) is divided into 2" sequences, Find -,(V -k..,-kslatting 'Aith eachi of the 2m corners of the unit m D cube. m ~ i, fro .1. then Add and subtract the result

it), 0. -- .0) to (I. I .-- . 11. and tking !vcrv end point iitcr th. from C,~ (Ak . k, The intswer cant be show ri it) rckli e to
fre ic'entc that be1 i it 01 . 12- , ,i. %here ;:ath ik 0 )T Iis k'k. - ~ -d'fijid byiin *.r"It, 2n2 *12*. +,, 4i,). 11k -k, 4t(., IC(k,k,
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- QN, - ki.NV - k2)l -]'[QN1 -k,,k) ,'T(k)------ V(k)

+ Qk,,N2 - k2 )J} (46)
. X_

whereO k1 N1 - 1 andO k2  (N - 1. Kowever, since - - - v

V(kl,k 2 ) is Hermitian symmetric, one need compute only -
half the values in (46). In performing the computations, one (a)
needs the fact that

C(N 1 ,k 2)=C(k.N 2 )=O, allk andk 2 , (47) yVjjjjX Tik)

which can be shown to be true from (33) and (35), or from IV -k) -1 -X T.(a-t)

(43). 
iw ,k

After V(ki, k2) is computed from (46) and (47), v(ni,n 2 ) (b)
is evaluated from the IDFT Fig. 5. (a) Supplementary flowgraph for computing the 'FT of a real

sequence. The computation in the figure is performed for 0 'r k -
N, -I Ni-I -N141. (b) Supplementary flo.giaph for computing the IFFT of a

t'(nN, nF) =_ N(k., k) WN, N Hermitian symmetric sequence. The computation is performed for
A k,-0k,-0 0 < k < IN4l1

.

(48) .
2) Compute the N/2-point DFT of t(n), T(k), O<k

The sequence x(n,,n 2 ) is then retrieved from v(n 1,n 2 ) by N12- 1.
using (44). 3) Compute V(k) from T(k) using the formula [5]

V. CONCLUSION V(k) I [ T ) +T ( A k)]We showed how the DCT of an N-point sequence may be 2 [T(k

derived from the DFT of a 2N-point even extension of the I

given sequence. Then, we presented a fast algorithm (FCT), - 1 T(k) - 2 (A-2)
first developed by Narasimha and Peterson [71, which allows 2
for the computation of the DCT of a sequence from just an The computations in the last step can be made more efficient.
N-point DFT of a reordered version of the same sequence, From (A-2), one can write
with a resulting saving of 1/2. Therefore, one can use existing
FFT software to compute the DCT. For N a power of 2. the N = [IT(k-) + T*(N- kJ
number of computations is comparable to that reported by 2 2
Chen etal. [1]. who used a specialized algorithm. [ (N \1

The FCT algorithm in this paper is more general than that of +'.- T(k) - T. (A-3)
[71 in that N may be odd or even. Also, an algorithm was 2
developed here for computing the inverse FCT using the same Given T(k). Fig. 5(a) shows the flowgraph (51 that imple-
number of computations as in the forward method. ments (A.2) and (A-3) to compute 1'(k). Note that the values

The method was then extended to the 2-D case, where a of V(k) are computed two at a tnie. Therefore. the value
saving of 1/4 was achieved. The method can be generalized of k in Fig. 5(a) should ranve between 0 < k r. [N4. The
to compute an m-D DCT using an m-D DFT, with a saving other values of V(k), k >N/2. maN be obtained b noting
of 1/2' over traditional methods that use the DFT. that V(k) is lHermitian symmetric. There are two points in

V(k) that are real and require no inultiplicarion. Dey are
APPENDIX

DFT AND IDFT roR A REAL SLQUENCE V(0) = Re (T(O)j + Im [T(0)j
Let v(n). 0 < n < N - I be a real sequence, where N is divis- ( N=e T(O)i-ImIT(O)1. (A-4)

ible .by 2. We wish to compute the DFT of r'(n), J'(k), 0 < k e
k-,-N- I. using an N/2-point DFT. Except for the flow-
graphs in Fig. 5, the procedure given below is well known (see, Also. if' is divisible by 4. one can show that
for example, [6]).

VT-)= )-
DfT Procedure

1) Place the even and odd points of t(n) in the real and Given a flerrrriin sy mmtric V14). 0 ! A <,V - , e sh
imaginary parts, respectively, of a complex vector tin =  to conpuie the IDYl, do). 0 < r N - 1. From and

S+ tl(i), whqre (A-3), one can easily sole for T(k) and T°(N;2 - k). The

R )v(2n) N resulting equations cal be implemrened ising the flo k' ph
0 <n_ ,-- I. (A-1) in Fig. 5(b). The IDFT procedure is, then, as, ill the

tl(,r) (2n + IlJ 2 following.
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IDF7 Procedure , Cambridge, MA, Tech. Rep. 480, Dec. 15, 1970: also. Ph D dis- 'tsertation. Dept. Elec. Eng.. Massachusetts Inst. Tech., Cambfiie.
1) Compute T(k) from V(k) using the flowgraph in Fig. MA, 1970.

5(b), where the range of k in the figure is 0 4 k 4 [N/4j. 16] E. 0. Brigham, The Fast Fourier Transform. Englewood Chiffs.
NJ: Prentice-Hall, 1974, pp. 166-169.

2) Compute the (N/2)-point IDFT of T(k), t(n), 0 4 n < 17 1 M. J. Narasimha and A. M. Peterson, "'On the computation of the
(N/2) - I. discrete cosine transform," IEEE Trans. Commun., voL COM-26.

3) v(n) is obtained from t(n) by using (A-1). pp. 934-936, June 1978.
Finally, if N is not divisible by 2, one can compute the DFT 181 A. V. Oppenheim and R. W. Schafer, Digital Signal Processing.

of two separate sequences using the same method given above Englewood Cliffs, NJ: Prentice-Hall, 1975.

[6).
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ABSTRACT

In embedded multirate speech coding, it is
desired to have a transmitter/receiver system that I

operates efficiently over a wide range of channel INTA U(E P

transmission rates. We are currently investigating
a system based on adaptive transform coding of . ,0
speech, in which we code and transmit the system L
parameters and the discrete cosine transform (DCT) £I
coefficients of the fulband linear prediction

residual waveform. The multirate property of the
system is achieved by allowing the channel to
discard some of the bits generated by the high data (a) Transmitter
rate transmitter. Stripping off bits results in an
absence of OCT components, which the receiver
regenerates by a spectral dupl cation method. An 0 sIr nms zE
inverse DCT at the receiver yields the time domain F .I "

N OE:0E EeEA I Ei4 UTQ

residual waveform to be used as input to the linear u.) SPEECH

prediction synthesis filter. The lowest data rate W" T___-

achievale by the system is about 2.5 kb/s, in c, n. ,

which case the system reduces to a narrowband LPC IM
pitch-excited vocoder. EX:TA T

GEEATOR

1. INTRODUCTION

In multirate speech coding schemes, it is (M Rceiver

desired to have a transmitter/receiver system that
can operate over a wide range of channel Fig. I Block diagram of multirate speech transform
transmission rates. With the added constraint of coder.
embedded coding, the channel is allowed to discard
some of the transmitted bits at each frame to codes are then followed by the codes representing
achieve lower data rates. Such a system lends the DCT components. The transmitter always

itself well to a packet-switched communication operates at the same fixed bit rate; it is the
network (such as the ARPANET), where traffic channel's function to discard some of the

congestion would be alleviated by lowering the data transmitted bits to alleviate traffic congestion.
rate. Thus, the maximum data rate of 16,000 b/s is

achieved when the DCT of the fullband residual is

In this paper we describe a hybrid transmitted. The minimum data rate achievable by

linear-prediction transform-coding system that can the system takes place when all the codes

operate in the range 2500-16000 b/a, with inputs representing the OCT components are suppressed by

bandlimited to 3.33 kHz and sampled at 6.67 kHz. -the channel and only the system parameters are

transmitted. In such a case, the receiver becomes

2. SYSTEM DESCRIPTION identical to that of a narrowband pitch-excited LPC

vocoder operating at 2500 b/s.
Taking linear prediction (LP) as the basic

method of spectral envelope representation, we code Intermediate data rates are achieved by

and transmit (i) the system parameters (LPC stripping off bits from the high data rate system.

coefficients, gain, pitch, and pitch coefficient), Stripping off bits results in the suppression of

and (ii) the discrete cosine transform (DCT) low-amplitude frequency components and/or
coefficients of the LP residual, using a modified high-frequency components. This aspect of the

adaptive transform coding (ATC) scheme C1]. A system will be explained in Section 4. Here, we
block diagram of the system is shown in Fig. 1. point out that, at the intermediate data rates, the

receiver regenerates the missing frequency

At each frame, the codes representing the components to restore the fullband OCT. An inverse

system parameters are transmitted first. These OCT yields the time-domain residual waveform which
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bI a b0  [ (20 logiO(kY/Hi)3/S * Kii (2)

!s used as input to the all-pole LP synthesis and bi a mail, Lbi. 01 (3)

C,1ter. N -such that Zlbl a a (4)

It is worth mentioning here that the ta )

transmitter itself can strip off bits prior to where H represents the value of IH(w)l at the
transmission in the same manner as is done by the discrete set of frequencies w1 , bois the average
channel. Thus, when a system is first turned on, number of bits per sample (B/N)!, N is the number of
the initial bit rate need not be high and traffic DCT points, B is the total number of available bits
congestion can be avoided. Note that the receiver per frame, S is the quantization step size in
does not need to know where in the system the bits decibels, b1  is the (fractional) allocated
were discarded. codelength in bits at frequency wi, and b i is the

integer codelength corresponding to b1 . In (3).
One salient feature of the above described the symbol L-1 denotes taking the integer value

system is that it is a frequency-domain baseband nearest to the argument and the maxt.) function is
coder. It has the flexibility that the width of used to prevent the allocation of negative
the baseband can vary in time, depending on the codelengths. The adjustment constant 0 in (3) is
number of bits retained by the channel at each varied iteratively until the condition in (4) is
frame, thus accommodating various bit rates without satisfied.
affecting the analysis done at the transmitter and
without the use of lowpas filters. Also, the An important aspect of the quantization scheme
advantage of transmitting the DCT of the residual given in (2) and (3) is the choice of step size S.
is that the latter has a flat spectral envelope; Traditionally, the "6 dB per bit" rule has been
it lends itself well to our previously developed used, i.e., S=6.02 d9. However, the increase in
methods of high-frequency regeneration by spectral signal-to-quantization-noise ratio for the optimal
duplication [2]. Once a flat-spectrum excitation b -bit Max quantizers [53 used in quantizing the
signal is derived from the received baseband, the D T coefficients ranges from 4.4 dB to 5.8 dB for
synthesis filter yields n output spectrum that is bits in the range 0l. J5 Therefore, ideally, one
close to the spectrum of the input signal. should perform the bit allocation with unequal

quantization steps. For simplicity, we have kept
The LP synthesis filter also helps smooth the the uniform quantization in (2) with a compromise

frame-boundary discontinuities caused by value of S=5 dB, and found this scheme to yield a
frequency-domain quantization (time-domain higher signal-to-noise ratio than the case with 5:6
aliastig). In fact, unlike ordinary ATC schemes, dB.
we have found that no overlap between frames is
necessary when we use the DC of the residual. In the system we are presenting here, we

perform the bit allocation over the total signal
Finally, a further advantage of the bandwidth and transmit the DCT components of the

frequency-domain approach is the gain in fullband residual. The initial quantization
signal-to-noise ratio afforded by ATC over £104 of accuracy is determined mainly by the total number
speech. We have shown previously [1] that taking of bits use.i at each frame, the step size S, and
the DCT of the residual appropriately rather than the value of Y for noise shaping. However, the
that of the speech signal achieves the same gain in accuracy and/or bandwidth of the received DCT
signal-to-noise ratio, components is further affected by the number of

bits discarded by the channel. This last point is

3. TRANSFORN CODING the subject of the next section.

ITC of spe"h has been described in detail in 4. EMBEDDED CODING
the literature E3,41. Here we review it briefly,
mainly to point out the places where our As mentioned in Section 2, the transmitter
implementation differs from that of others. in transmits at each frame a block of bits, which is
important step is ATC, bit allocation, requires a divided into two major parts. The first part
spectral model for the speech signal. The model we contains the bits representing the system
are currently using is given by parameters and the second part contains the bits

representing the DCT components. It is assumed
1/l(w)l a I/(IA(w)IIP(w)l] (1) that the channel strips off bits starting at the

end of a block, thereby discardirg bits that
in which IA(w)I is the magnitude of the DFT of a represent DCT components. The codes representing
9th order LP inverse filter derived from the speech the DCr components are arranged in a certain order
signal, and IF(v)i is the magnitude of the DFT of a prior to transmission. This ordering determines
one-tap pitch inverse filter derived from the LP which bits get discarded. To study the tradeoff
residual. Prior to bit allocation, the spectral between the number of transmitted bits, the
model given in (1) is weighted to achieve a noise quantization accuracy, and the number of received
spectrum with a desired envelope given by frequency components, we investigated three
l/IA(v)I2', as is done in (4]. The bit allocation ordering techniques. In all three techniques, to
process is in fact quantization of the weighted be de3szribed below, we assume that the receiver
spectral model of the speech signal On a decodes the system parameters and performs the bit
logarithmio scale. It can be described by means of allocation as was done at the transmitter. This is
the following equations:
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.ndAd practice in ATC. In addition, we require seeking one dinglo technique that will pet-form
that the receiver know how many bits are id-ceived uniformly well over the whole range of data rates,
:Ach f. ,,ae io that it knows where the next frame because we are excluding the possibility of

t 8 if . Th.s last piece of informption is passed changing the coding algorithm while the system is
along by the channel itself. in operation.

The first bit-ordering technique we 5. HIGH FREQUENCY REGENERATION
investigated is the simplest: the codes are
arranged by order of increasing frequency. When We have presented elsewhere (2] new HFR
the channel strips off bits from the end of each methods based on duplication of the baseband
block, the high-frequency components are discarded spectrum. In particular, we presented time-domain
first. The remaining codes represent a low systems that perform spectral duplication by
frequency portion of the total bandwidth referred spectral folding and by spectral translation. We
to as a baseband. As in a baseband coder, the also presented a frequency-domain system (1) that
receiver regenerates the Missing high-frecuency performs HFR by spectral translation of the
components. We use the method of high-frequency baseband. The principle of the method is based on
regeneration (HFR) by spectral duplication, which the fact that, in the adaptive transform baseband
is explained in Section 5. coder, the baseband DCt components can be easily

duplicated at higher frequencies to obtain the
In the second ordering technique, the DC! fullband excitation signal. Our present HFR method

codes are broken down into individual bits. The aims at duplicating, as closely as possible, the
bits are then grouped together by order of original fullband Da? of the residual, while
significance, with the most significant bits in the accommodating the variable baseband width aspect of
first group and the least significant bits in the the present multirate system. The method is as
last group. To explain this grouping method, let follows.
us assume that the bit allocation produces
codelengths between 1 and 5 bits. Therefore, the The transmitter assumes a (fixed) nominal
receiver expects to see 5 groups of bits. The baseband width of 1000 Hz. Thus, the simplest
first group contains the Most significant bit of spectral translation method would be to duplicate
all 5-bit codes (in order of increasing frequency). the region from 0 to 1000 Hz onto the regions from
The second group of bits contains the next most 1000 to 2000 Hz and from 2000 to 3000 Hz. In
significant bit of all 5-bit codes and the most addition, to lock the high-frequency interval into
significant bit of all 4-bit codes. And so on, all place, by exploiting the quasi-harmonic structure
the way to the last (5th) group of bits which of the speech spectrum, we shift the baseband
contains the least significant bit of all the around its nominal position and correlate it with
codes. When the channel strips off bits, the first the corresponding original DCr components that are
bits to be discarded are the least significant in the region 1000 to 2000 Hz. The
bits of each transmitted code, resulting in cross-correlation is done at the transmitter where
decreased quantization accuracy. For example, a the original DC? of the fullband residual is
DCT component originally coded into 3 bits will be available. The same process is repeated for the
decoded by means of the 2-bit decoding table if its next frequency band. Short lags from -3 to +4
least significant bit has been dropped, spectral points are considered. (The total

bandwidth is 128 points.) The optimal location is
In the third ordering technique, the codes are then chosen to be at the positive maximum value of

grouped together according to their length. Thus, the cross-correlation. Thus, we require an
the receiver expects to see 5 groups of codes, with additional 3 bits of side information for each of
the first group containing all 5-bit codes, the the two high-frequency bands. The additional 6
second group all 4-bit codes, and so on, with the bits are transmitted along with the system
last group containing all 1-bit codes, parameters.

The second and third ordering techniques At the receiver, the decoded baseband is
described above are more complex than the first, translated up, starting at 1OOC Hz (and 2000 Hz for
since they require arranging the data in the order the next band) and is moved further by a small
of decreasing codelength. Informal listening tests amount as indicated by the 3-bit HFR code.
have shown that the quality of the reconstructed
speech when using the baseband-coder approach (the In practice, there are three deviations from
first ordering technique) is superior to that the simple algorithm described above. The first is
obtained by the second and third techniqes. In that the first few DCT components, starting at d.c.
general, our experience has been that the details and up to half the pitch frequency, are not
of the low-frequency components of speech are duplicated onto the high-frequency bands, nor are
perceptually more important than those at high they considered in the correlation method described
frequencies. Thus, the task is to find a good above. Second, we found that spectral flattening
compromise, at a given bit rate, between baseband of the baseband at the receiver prior to HFR
width and quantization accuracy. At present, we improves the speech quality. The third deviation
feel that the first technique is giving the best from the algorithm is due to the fact that the
overall speech quality for bit rates in the range received baseband is seldom equal to 1000 Hz. In
6.4 to 9.6 kb/s. We have not compared the three fact, it varies from frame to frame. We have
techniques at bit-rates above 9.6 kb/s. However, devised certain modifications to the method to deal

it is worthwhile pointing out here that e .. with that problem appropriately.
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6. RESULTS

We performed a large number of experiments to maximum total of 250 bits. The average width c
study the tradeoffs between all the interacting the received baseband for the three cases is 140C
aspects of the system described in this paper. We 870, and 670 Hz, respectively.
summarize our results briefly below. The basic At present, we feel that the above describe
system is governed by an already existing ARPANET system is providing us with very good speec
LPC vocoder operating with a frame size of 19.2 is, quality at 9.6 kb/s, good speech quality at 7.
i.e., 128 points, and transmitting 9 kb/s, and reasonable quality at 6.4 kb/s. Th
log-area-ratios each frame coded into problem at bit rates of 6.4 kb/s or below is tha
5,5,5,4,4,4,3,3, and 3 bits, respectively, the received baseband becomes too narrow, whic
Together with pitch and gain, the system parameters results in appreciable roughness in the code
require a total of 48 bits. Thus, the basic LPC speech and some "thuds.' Also noticeable at 6.
vocoder operates at a bit-rate of 2500 b/s. In kb/s, especially for female voices, is th
addition, we require 4 bits for the pitch tap and 6 reverberant quality of the reconstructed speech.
bits for the HFR codes, bringing the side
information to 58 bits per frame. The remaining 7. CONCLUSION
bits, which determine the total bit rate, are used
to code the DCT coefficients. We investigated the We presented in this paper a simple anc
following aspects of the system, effective embedded-code multirate speech transfor

coder. In going to a frequency-domain approach, wt
a. Initial Quantization Accuracy. To study the feel that we have accrued several advantages over

interaction between quantization accuracy and time-domain coding schemes. Some of these
the number of received DCT components at a given advantages are: the ease with which spectral
data rate, we coded the fullband DCT at an noise-shaping and quantization accuracy can be
average of 2, 2.25, 2.5, and 3 bits per sample. controlled, the ease with which the code can be
In our experiments, there was no maximum limit embedded for multirate operation, and the ease with
on the bit rate for the fullband case, although, which high-frequency regeneration can be done for
in practice, the system will be operated at 9.6 effective voice excitation. Our plans for the
kb/s or below. future include testing the use of a 3-tap pitch

predictor, going to a 256-point block size, i.e.,
b. Noise Shaping. We used various values of y grouping two 19.2 ms frames together for transfor

ranging between 0 and 1. Clearly, for y closer coding purposes, and, in general, improving the
to 1, the available bits are spread more evenly speech quality at 6.4 kb/s. Finally, we also plan
in the frequency range, resulting in a larger to implement the system on the FPS array processor
number of received DC? components at a given bit AP-120B for real-time operation.
rate, at the expense of coarser quantization in
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ABSTRACT

We report on the initial development 2. FEASIBILITY STUDY
of a phonetic vocoder operating at 100
b/s. With each phoneme, the vocoder In order to assess the feasibility of
transmits the duration and a single pitch a phonetic vocoder, we undertook, in 1976,
value. The synthesizer uses a large a short study in which we approximated the
ivle.o The sy eioe temconditions of a 75-100 b/s phonetic
inventory of diphone templates to vocoder Ell.
synthesize a desired phoneme string. To
determine a phoneme string from input The first question we asked ourselves
speech, the analyzer takes into account was: "What should be the transmission
the synthesis model by using the same units of a VLR vocoder?" We argued then
inventory of diphone templates, augmented that the transmission unit must be on the
by additional diphone templates to account order of a phoneme. At an average
for alternate pronunciations. The phoneme spea rf o phonemes er
string is chosen to minimize the speaking rate of about 12 phonemes per
difference between the diphone templates second, simply transmitting phonemesand the input speech according to a requires about 60-75 bits. Adding just
distance measure e the barest amount of intonation

information (3 bits total for each phoneme

1. NRODUCTION duration and a single pitch value) bringsthe rate up to 100 b/s. Even if the

There are many applications for transmission units used by such a vocoderdigthlpeec a teans pi ionndspewere not phonemes per se, the spectral
digital speech transmission and speech difference between any two units would

playback that require very low data rates neeai beton the o o lh
on the order of 100 b/s. In strategic necessarily be on the order of the
communications, having a very-low-rate difference between phonemes. Hence,
{VLR) capability would allow low power errors in such a vocoder would directly
communications to avoid detection. cause a loss of interligibility, since
Alternatively, it would allow sufficient changing a phoneme could change the
power per bit to reliably "burn through" meaning.
jamming networks. Under extreme
atmospheric conditions or in highly The basic phonetic vocoder that we
shielded environments, only VLR
transmission may be is possible. The same -0S
technology also supports speech storage SPEEH
for later playback using space comparable
to that required for text. This would
permit the storage of much larger amounts
of speech in small devices than previously
possible. A VLR vocoder would also allow TRANSMISSION
the transmission of spoken messages using [ ANNE •
much the same mechanism now used for 1 Bps
computer mail systems, without requiring
high data rate connections to the computer
and large amounts of file storage.

In this paper, we first describe a ^ris E
study performed to investigate the DECD1NG - ,I

feasibility of a vocoder that operates at
75-100 b/s. After briefly discussing the
results of this study, we report on the
status of a current project involving the
implementation of a VLR vocoder. Fig. I Very low rate (VLR) Phonetic

Vocoder.
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implemented is shown in Fig. 1. Using the analyzer and synthesizer is the diphone.
Acoustic-Phonetic Recognizer (APR) A diphone is defined as the region from
component of the HWIM Speech Understanding the middle of one phoneme to the middle of
System [2] as the phoneme analyzer, we the next phoneme. The diphone is a
produced a set of phoneme strings with natural unit for synthesis because the
associated durations and pitch values to coarticulatory influence of one phoneme
be transmitted to a phonetic synthesizer. does not usually extend much further than
The transmitted pitch values specify a half way into the next phoneme. Since
piecewise linear function (linear during diphone junctures are often at
each phoneme). The function is determined articulatory steady states, minimal
by minimizing the weighted squared error smoothing is required between adjacent
between the linear function and the diphones. Also, the difficult task of
original pitch track. The synthesizer representing phoneme transitions by
used was Dennis Klatt's synthesis-by-rule acoustic-phonetic rules is avoided.
program (3]. The test was not performed
under optimal conditions; neither the Below, we describe the diphone
analyzer nor the synthesizer were designed synthesis and diphone analysis components
for phonetic vocoding, nor were they of the phonetic vocoder. At the present
completely compatible with each other, time, both programs are being designed for
However, we felt that the results derived a single speaker.
would still be useful.

3.1 Diphone Synthesis
To start, we chose a subset of

sentences on which the APR performed Since the design of the analyzer
better than average, with phoneme depends critically on the synthesizer
recognition rates ranging from 65%-95%. A model, we shall discuss the synthesizer
two-way conversation, in which one side first. Fig. 2 shows a block diagram of
was vocoded by this simulation system and
the other was a natural voice, was played
to a panel of listeners. The panel was _ (ACT 1
asked to transcribe the vocoded side of
the conversation. The primary result was--
that sentences in which 80% or more of the
phonemes were correctly recognized by the 1;;PuT :-LA:--- T;'E ,ARP!'iG
APR were transcribed with little :. ENATECN
difficulty by the panel. Those sentences
that contained more errors.were largely
unintelligible. A second important result
was that a very rough phoneme duration, Tci iF
and a heavily quantized single pitch value ,
for each phoneme, were sufficient to
preserve the original intonation. ::: £E-CE

We concluded, therefore, that for a .: -,
phonetic vocoder operating at 100 b/s to I.
be useful, it must have a phonetic e
recognition rate of at least 80% and
natural phonetic synthesis. Below, we ,
describe our first effort at designing
such a system. -

3. DIPHONE VOCODER

We have recently begun working on a AVEFOqI
phonetic vocoder that is designed to _______

transmit intelligible speech at an average -

rate of about lO b/s. The block diagram : £
for this vocoder is the same as for the
experimental system shown in Fig. 1. The
vocoder extracts and transmits a sequence
of phonemes. It also transmits the Fig. 2 Diphone Synthesis method.
phoneme durations and a single pitch value
for each voiced phoneme in order to the synthesis program. The phonetic
preserve the intonation in the input synthesizer [4] uses the transmitted
speech. However, the phonetic analysis phonemes, durations and pitch values, to
and synthesis components of this vocoder produce a sequence of control parameters
have been changed from that of the (LPC parameters, voicing, pitch, gain,
experimental system. The basic unit that cutoff frequency [5,61) for an LPC
we have chosen for use in both the synthesizer. These parameters are stored

107



in a large inventory of templates - one
for each diphone. A template contains,
for each 10 ms frame, the LPC parameters
and a value of gain. The LPC parameters
are stored as Log Area Ratio (LAR)
parameters, since these are used directly
by the diphone synthesis program. The
diphone inventory has been selected to
account for many of the stronger
coarticulation effects in English. In P4
particular, the diphone template inventory
is chosen to differentiate between
prevocalic and postvocalic allophones of
sonorants, to account for changes in vowel
color conditioned by postvocalic liquids,
to allow exact specification of voice
onset time, and to permit the synthesis of
glottal stops, alveolar flaps, and
syllabic consonants. The diphone
templates are extracted from a carefully
constructed set of short utterances. The
current total diphone synthesis inventory
is approximately 2650 diphones.

The first step in the synthesizer is
to translate the input phoneme sequence
into a diphone sequence. In some cases,
there are multiple diphone templates for a Fig. 3 Example of Diphone Template Network
single phoneme pair. The template used is for Four Phonemes.
determined by the surrounding phonetic
context. Each of the diphone templates is consecutive spectra in the original
warped in time so that the input phoneme diphone template are very similar, they
duration requirements are satisfied. The are represented by a single spectrum node
time-warping takes into account the in the network. The open dots indicate
relative inelasticity of the phoneme the first spectrum node in the original
transition region. Next, the program diphone template that is at or past the
smooths between consecutive diphone labelled phoneme boundary. Note that, in
templates to minimize gain and spectral Fig. 3, the diphone template PI-P2 is
discontinuities. The smoothing algorithm distinct from the template P2-Pl. Also
is designed to preserve the original note the possibility of diphones of the
parameter tracks intact where possible. type P1-Pl. The network allows for two or
Continuous pitch tracks are reconstructed more templates going from one phoneme to
by linear interpolation of the sequence of another (e.g., P2-Pl). Branching and
single pitch values, one for each phoneme. merging of paths within a template is also
The cutoff frequency and voicing flag for allowed (e.g., PI-P3). Finally, the
each frame are determined by rule from the network allows the specification of
phonemes being synthesized. The resulting diphones in context. The node P4/&P3
continuous parameter tracks (specified represents the phoneme P4 followed only by
every 10 ms) are used to control an LPC P3. Thus the template P2-P4/&P3 can be
speech synthesizer. different from the unconditioned template

P2-P4. The generation and training of the
3.2 Diphone Analysis network is discussed further in Section

3.3. The analyzer chooses the sequence of
The analyzer takes into account the templates that best matches the input

synthesis model by using a network of speech according to a distance measure.
diphone templates to recognize the Since the received speech is spectrally
sequence of phonemes in the input speech. close to the original it is hoped that
The diphone network consists of nodes and this procedure will suffer minimally from
directed arcs. An example of a simple phoneme recognition errors.
network is shown in Fig. 3. There are two
types of nodes: phoneme nodes and The network matcher uses a dynamic
spectrum nodes. The phoneme nodes (shown programming algorithm which attempts to
as labelled circles) correspond to the find the sequence of templates in the
midpoints of the phonemes; there is one network that best matches the input. The
such node for each phoneme. These phoneme basic operation of the program begins by
nodes are connected by dihone templates. updating each Otheory" by the addition of
Each diphone template iTs-"presenteirTn the newest input frame. A theory consists
the network as a sequence of spectrum of a detailed account of how a sequence of
nodes (shown as dots). When two or more input frames is aligned with the network,

108



along with a total score for that templates. In this way, the network will
correspondence. Since the program allows eventually contain a variety of different
more than one input frame to be aligned acoustic realizations for each diphone.
with a single spectrum node, each theory
is replaced by at least two new 4. SUMMARY
theories: one that corresponds to the new
input frame being aligned with the same We have described the initial
node as the previous frame, and one for experiments and current work leading to
each of the nodes immediately following the development of a very-low-rate
that most recent node. The program then phonetic vocoder that operates at around
discards all but the best n theories, 100 b/s. The diphone synthesizer for a
where n is fixed. single speaker is complete and, given the

correct phoneme sequence, produces highly
To decide on the phonemes to intelligible speech. An initial version

transmit, the program examines all the of the diphone analyzer has been designed
remaining theories after updating each and implemented, but will need extensive
theory with the newest input frame. If training before conclusions can be drawn.
all the theories have a common beginning,
the phonemes corresponding to this common Finally, once the analysis component
beginning are transmitted. At this early of the VLR vocoder is operating at a level
stage in the research, we find that of performance sufficient for intelligible
preserving a few hundred theories for each communications, it would also likely lead
frame essentially guarantees that the to the design of more advanced automatic
program will find the globally optimum speech recognition systems.
path through the network. As the template
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